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Preface

This book originated from the BIOART-project “Innovative
Multidisciplinary Curriculum in Artificial Implants for Bio-Engineering
BSc/MSc Degrees (586114-EPP-1-2017-1-ES-EPPKA2-CBHE-JP)”, a
European subsidized educational project aimed at adapting, modernising and
restructuring existing curricula in artificial implants for bio-engineering
degrees in Ukraine and Israel, by developing new courses, testing the
innovative curricula and disseminating the results.

The work groups a number of selected chapters and summaries of papers on
topics from the new developed curricula. The contributions are made by the
different partners of the BIOART-consortium and often in a collaborative
coproduction between partners to combine their expertise. The book is
intended to be an educational book, outlining the methodology in the
curricula BIOART, its introducing in the consortium to build new robust and
modern curricula to prepare engineers for the bio-medical fields.

Seeing the evolutions in medical and bio-medical sciences and techniques
over the last decade on the technological fields as electronics and data-
analysis, material sciences and mechanical structures it is clear that
engineers prepared to work in the high-tech world of bio-medical
engineering need a very broad set of skills and competences.

From the vast range of bio-medical applications BIOART focusses on the
design and use of artificial medical implants. An artificial implant is a man-
made medical device manufactured to replace a missing biological structure,
support a damaged biological structure/process, or enhance an existing
biological structure/process.

The use of medical implants has been rising for many years thanks to
improved knowledge on materials, electronics and new manufacturing
methods. As such it is also an absolute necessity that study cycles aimed at



preparing engineers for the design, manufacturing and maintenance of these
implants follow the same pace of the state-of-the-art and are in need of new
structured contents and methods.

The book gives an overview of the methods and topics the consortium
implements in the updated curricula and introduces the different aspects to
undergraduate and graduate level engineering students. Yet, the intended use
of this book is not confined to a specific course in the bio-medical
engineering curriculum but can also be used as a general introduction and
overview to artificial implants, touching the specific areas on which the
BIOART-project focusses. Furthermore, the different chapters can also be
extracted and used in specialized courses of the curricula both as broadening
knowledge as well as deepening knowledge on specific topics.

The book starts with an introduction on the quality and accreditation systems
in the consortium countries for new and updated curricula.

The first section ”Educational approaches” is on the educational background
and suggested educational methods for the bio-medical engineering fields.

A second section “System design of artificial implants” focuses on the
principal elements and methods of how bio-artificial systems are designed
and of which general building blocks they are composed of.

A third section “Materials for bio-medical engineering applications” is on
the use of different materials for bio-medical engineering including
biomaterials/smart materials and the according manufacturing and production
technologies.

Finally, the last section ”Applications and case studies” describes different
applications in the bio-medical engineering fields and are as such exemplary
for the different topics of the other chapters and serve as reference for
implementation of bio-medical systems



Acknowledgments

A book of this kind can only be made with the help, advice, criticism and
ideas from many people.

Many colleagues of the BIOART consortium have been willing to share their
expertise and thoughts and devote their time to write a chapter for this book
as a help to students in bio-medical engineering.
We gratefully acknowledge the team of international reviewers whose
valuable work and comments helped to complete this book.

Editors:
Peter Arras, KU Leuven, Belgium
David Luengo, Universidad Politécnica de Madrid, Spain

Editorial board:
Peter Arras, KU Leuven, Belgium
Amos Bardea, Holon Institute of Technology, Israel
Arriel Benis, Holon Institute of Technology, Israel
Vasily Efremenko, Donbass State Engineering Academy, Ukraine
Kinga Korniejenko, Cracow University of Technology, Poland
David Luengo, Universidad Politécnica de Madrid, Spain
Stephanie Nestawal, Danube University Krems, Austria
Sergey Subbotin, National University “Zaporizhzhia Polytechnic”, Ukraine
Galyna Tabunshchyk, National University “Zaporizhzhia Polytechnic”,
Ukraine
Albert Treytl, Danube University Krems, Austria



List of authors

Aikin Nikita, National University “Zaporizhzhia Polytechnic”, Ukraine
Altukhov Alexander, Donbass State Engineering Academy, Ukraine
Arras Peter, KU Leuven, Belgium
Avrunin Oleg, Kharkiv National University of Radio Electronics, Ukraine
Azarkhov Oleksandr, Pryazovskyi State Technical University, Israel
Bardea Amos, Holon Institute of Technology, Israel
Benavente C., Universidad Politécnica de Madrid, Spain
Benis Arriel, Holon Institute of Technology, Israel
Bezsmertnyi Yurii, Vinnytsia National Technical University, Ukraine
Burova Dariya, Priazovskyi State Technical University, Ukraine
Chabak Yuliia, Pryazovskyi State Technical University, Ukraine
Cheiliakh Oleksandr, Pryazovskyi State Technical University, Ukraine
Chekhmestruk Roman, Scientific Research Institute of Invalid Rehabilitation
on the base of Vinnytsia Pirogov, Ukraine
Cherniavskyi Anton, Donbass State Engineering Academy, Ukraine
Cheylyakh Yan, Priazovskyi State Technical University, Ukraine
Chorniy Vadim, Zaporizhzhia State Medical University, Ukraine
Dobriak Serhii, Donbass State Engineering Academy, Ukraine
Efremenko Vasily, Pryazovskyi State Technical University, Ukraine
Efremenko Bohdan, Pryazovskyi State Technical University, Ukraine
Ferraris Eleonora, KU Leuven, Belgium
Gibney Rory, KU Leuven, Belgium
Gladkova Olga, National University “Zaporizhzhia Polytechnic”, Ukraine
Goldfrad Keren, Bar Ilan University, Israel
Gribkov Eduard, Donbass State Engineering Academy, Ukraine
Harpak Katarzyna, Cracow University of Technology, Poland
Hrushko Oleksandr, Vinnytsia National Technical University, Ukraine
Kapliienko Tetiana, National University “Zaporizhzhia Polytechnic”, Ukraine



Korniejenko Kinga, Cracow University of Technology, Poland
Kovalenko Andrii, Donbass State Engineering Academy, Ukraine
Łagan Sylwia, Cracow University of Technology, Poland
Liber-Kneć Aneta, Cracow University of Technology, Poland
Luengo David, Universidad Politécnica de Madrid, Spain
Mak-Mak Natalia, Priazovskyi State Technical University, Ukraine
Malysheva Inna, Priazovskyi State Technical University, Ukraine
Meltzer David, Universidad Politécnica de Madrid, Spain
Mikula Janusz, Cracow University of Technology, Poland
Mykhaylov Pavlo, Vinnytsia National Technical University, Ukraine
Nestawal Stephanie, Danube University Krems, Austria
Nosova Yana, Kharkiv National Medical University, Ukraine
Osés D., Universidad Politécnica de Madrid, Spain
Parkhomenko Anzhelika, National University “Zaporizhzhia Polytechnic”,
Ukraine
Parkhomenko Andriy, National University “Zaporizhzhia Polytechnic”,
Ukraine
Pavlov Sergii, Vinnytsia National Technical University, Ukraine
Petrova Olga, National University “Zaporizhzhia Polytechnic”, Ukraine
Podlesnij Sergii, Donbass State Engineering Academy, Ukraine
Romanyuk Olexandr, Politechnika Lubelska, Poland
Rudenko Vladislav, Donbass State Engineering Academy, Ukraine
Sahaida Pavlo, Donbass State Engineering Academy, Ukraine
Shalomeev Vadim, National University “Zaporizhzhia Polytechnic”, Ukraine
Shushlyapina Natalia, Kharkiv National Medical University, Ukraine
Sorochan Elena, Priazovskyi State Technical University, Ukraine
Stashkevych Ihor, Donbass State Engineering Academy, Ukraine
Subbotin Sergey, National University “Zaporizhzhia Polytechnic”, Ukraine
Subotin Oleg, Donbass State Engineering Academy, Ukraine
Tabunshchyk Galyna, National University “Zaporizhzhia Polytechnic”,
Ukraine
Tankut Volodymyr, Sytenko Institute of Spine and Joint Pathology of National
Ukrainian Academy of Medical Sciences, Ukraine
Tarasov Oleksandr, Donbass State Engineering Academy, Ukraine



Trigano Tom, Shamoon College of Engineering, Israel
Tulenkov Artem, National University “Zaporizhzhia Polytechnic”, Ukraine
Tymchyk Serhii, Vinnytsia National Technical University, Ukraine
Vasylieva Liudmyla, Donbass State Engineering Academy, Ukraine
Vishtak Inna, Vinnytsia National Technical University, Ukraine
Vyatkin Sergey, Institute of Automation and Electrometry, Novosibirsk,
Russia
Zalyubovskiy Yaroslav, National University “Zaporizhzhia Polytechnic”,
Ukraine
Zurnadzhy Vadym, Pryazovskyi State Technical University, Ukraine



Table of contents

Introduction.
Quality Assurance in Multinational Curriculum Development: the role of the
Bologna Process

Section 1: Educational approaches
Problem and Project-Based Learning in the fields of Health Informatics and
Digital Health

Content and competency structure of IT specialties students in the field of
bioengineering

Section 2: System design of artificial implants
Electrical Signals in Biosensors

Photoelectric measuring transducers in environmental and objects monitoring
systems

Implantable biotechnical systems for orthopedics and dentistry

Architectural Characteristics of Biomedical Software Applications

The Data Dimensionality Reduction for Biomedical Applications

Digital signal processing of ECG and PCG signals

ECG-Based Biometric Recognition

Modern Technologies for Biomedical Systems Prototyping

System of three-dimensional human face images formation for plastic and
reconstructive medicine



Multi-criteria decision-making system for design and implementation on the
market rehabilitation toys

Section 3: Materials for bio-medical engineering applications
State-of-the-art and innovative approaches in biomaterials and surface
treatments for artificial implants

New biodegradable magnesium based alloy for osteosynthesis

Modern trends in application of smart materials in biomedical engineering

Section 4: Applications and case studies
An Introduction to Tissue Engineering & Bio printing

Bio fabrication of Corneal Substitutes

Mechanical tests and properties of living tissues and biomaterials in a
biomechanics course

Mechanical tests and computer models for the evaluation of soft tissue
parameters used in implants design

The Use of Information Technology in the Designing and Manufacture of
Implants

Modeling and simulation of prosthetic gait using a 3D model based on
perturbation functions



Introduction



Quality Assurance in Multinational Curriculum
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Abstract. The aim of this chapter is to describe and discuss the aspect of quality assurance of the
Bologna policies in higher education in context of implementation of the Erasmus+ CBHE projects. The
authors consider applications of the Bologna policies from the EU, UA and IL perspectives as it was
experienced during BIOART project lifetime.
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1 Quality Assurance and the Bologna Reform

The European Union has been developing policies in order to increase
the quality of higher education, with the Bologna Process being one of the
most important developments in this regard. Since its implementation, the
Bologna Process has influenced developments in quality assurance and
development at European higher education institutions with the “Standards
and Guidelines for Quality Assurance in the European Higher Education
Area” (ESG) eventually being adopted in 2005. The ESG are deemed as the
defining principles and over the years have become the main basis for the
design of internal and external quality assurance procedures and -systems
that have developed within higher education.

The principles of quality assurance and quality development, however,
have already emerged and developed as central themes in the political and
scientific debate in most European countries in the 1980s. Although the
reasons for this vary from country to country, the Agency for Quality



Assurance and Accreditation in Austria identified three transnational trends
in their report from 2015:

1) A strong expansion of higher education becoming evident during the
1970s and 1980s with the proportion of people with a university degree in a
particular age cohort multiplying.

2) The manifestation of quality problems arising from structural changes
triggered by the expansion of higher education and followed by the
disproportionate provision of financial resources.

3) The deregulation of higher education systems and the emerging of
“New Public Management” combined with a growing accountability and
obligation on the part of the universities and the emergence of quality
assurance instruments and introduction of actors in the governance of higher
education institutions and higher education systems. [1]

These developments formed an important framework for the statutory
obligation to carry out internal university quality assurance measures on the
one hand and to establish external quality assurance systems and
corresponding quality assurance agencies.

Since the signing of the Bologna Declaration in 1999, a great deal of
progress has been observed in the development of the EHEA. The essential
and exceptional element of the Bologna Process is the voluntary
rapprochement rather than a binding agreement. This leaves it up to
individual countries to tailor the realisation of the visionary EHEA to their
national circumstances, rather than implementing it at the lowest common
denominator.

While some of the objectives of the Bologna Process are specific
measures, others are more like declarations of intent. Some of these concrete
actions and instruments already existed before the Bologna Reform: the ECT
System and the Diploma Supplement, came into being under the Lisbon
Recognition Convention (1997) of the European Council and UNESCO. The
unique feature of the Bologna Process therefore is its consolidation function:
it bundles policies and develops them further, draws up guidelines on how
policies are to be implemented and enables the monitoring of the pursuit of
agreed objectives through institutionalized communication, applying
benchmarking measures and information exchange in transnational and
national policy networks. At the same time, the "Bologna model" leaves
sufficient scope for the participating countries to shape higher education
policies according to national circumstances and policy preferences. [2] [3]



It is suggested that the acceptance and popularity of the Bologna Reform
is based on the very fact that it primarily focuses on "product control" and
that central coordination mechanisms are voluntary. There is no legal
framework which could enforce the implementation of the jointly agreed
reforms in the participating countries. This also explains the uneven
implementation across different policy areas and across participating
countries (Paris Communiqué 2018). [4] After 20 years, the EHEA
resembles a patchwork of 48 different higher education systems that have
implemented similar structural reforms at the macro level but with limited
compatibility at the degree and program level (BFUG Working Group 2
2018). [5] Implementation deficits are also related to the fact that political
leaders in most countries who have negotiated on the nature and scope of
policy changes for higher education are not explicitly responsible for how
universities teach, how scientists work, how students learn, or how
employers recruit.

[6] Deficits may also be due to a lack of interest among stakeholders at
the national level in implementing policies in whose formulation they have
not or have not sufficiently been involved. Perhaps the sole idea of a unified
European Higher Education Area, in which higher education policies and
programs are fully integrated, comparable and compatible, are a utopia. It is
also utopian to assume that policies that are defined "top-down" will be
implemented one-to-one by subordinate but more or less autonomous
institutions. [7] [8]

2 The Bologna Process in Israeli institutions of higher
education

Israeli institutions of higher education have a complex “relationship”
with the Bologna Process. There is a strong drive for Israeli universities to
attract students from around the world and in that respect become more
international. This notion of internationalization has generated a very
positive attitude towards the Bologna Process, which in turn led Israeli
policy makers to request to join this initiative and become full members. The
two official requests that were filed in 2007 and 2008 were denied, but
Israel was granted observer status [15].

Despite this denial, Israel is striving to adhere to the three main
objectives of the Bologna Process, namely: the three-cycle degree system, a



mutual recognition of qualifications and learning periods, and a quality
assurance system [11]. The first objective, the three-cycle degree system, has
been present in the Israeli higher education system since the 1950s. The
second and third objectives posed a challenge for the Israeli Council of
Higher Education (CHE). As of now, the national qualification framework
has not been implemented, but quality assessment and quality assurance of
higher education are regarded as a national priority.

The CHE is situated under the authority of the Minister of Education and
serves as the only regulator of quality assurance in HE. Accreditation of new
degrees and programs have to be approved by the Quality Assessment and
Assurance Unit, which was established in 2004. Although this unit oversees
the degrees and programs of all HEIs, its goal is to promote the development
of internal mechanisms for quality assurance within each institution. The
intention is to build a culture of self-assessment, and indeed, there were
many local initiatives within individual universities and colleges to create an
internal system of quality assurance. These initiatives were sporadic and not
uniform since there were no authoritative guidelines from above. To that end,
the CHE nominated a quality assurance committee in 2013. Its purpose was
to report on the quality of teaching in the framework of higher education and
set the stage for national quality assurance regulations and procedures.

The survey that the quality assurance committee conducted among all the
institutions of higher education in Israel revealed that Israeli academics
associate quality assurance directly with teaching and learning related
aspects. Based on the committee’s report, the CHE formulated a list of
criteria that all universities and colleges must implement to receive
government funding. In order to fulfil these criteria, each institution should
establish a mechanism which oversees issues relating to quality assurance,
teaching and pedagogy. Such a mechanism should include professional
pedagogical training of the teaching faculty, ongoing teaching surveys,
internal system advancing lecturers with low survey scores, institutional
department receiving student complaints, and publication of detailed syllabi.
These regulations set into motion a chain of policies and procedures within
each institution.

As mentioned earlier, many universities and colleges commenced a few
local initiatives prior to these CHE regulations. One such initiative was
students’ surveys which focus on their evaluation of quality of teaching, or
their satisfaction from the level of teaching. Another initiative that was



instituted in many Israeli institutions is the outstanding teaching award for
lecturers who have excellent quantitative and qualitative survey responses,
and who contribute to the teaching effort within their departments. The exact
selecting process and the number of lecturers chosen varies from institution
to institution. The national student union began a similar process on a
national level and is now giving awards to inspiring lecturers from HEIs
around the country.

One of the major initiatives that began in only a few institutions before
the CHE regulations and gained considerable weight over time are the
Teaching Enhancement Centers (TEC). These centers are foremost in charge
of providing faculty members with pedagogical training and support in order
to promote their teaching skills. This support consists of a number of
services. The centers provide individual counselling to any academic
instructor on campus. Instructors are observed teaching, and then receive
individual feedback from a pedagogical expert. Every year more and more
researchers request this service to improve their teaching strategies and
pedagogical skills. The teaching enhancement centers train new lecturers
during their first year in an intensive two/three-day workshops. The centers
also provide professional workshops on pedagogical issues such as
increasing motivation among learners, creating effective Power-Point
presentations, using digital tools to increase student engagement, writing
exams, conducting project-based learning activities, and building
synchronous and asynchronous active learning units. In the context of this
paper, it is important to note that quite a few institutions provide faculty with
a workshop that focuses on how to write a syllabus according to the Bologna
Process guidelines.

In addition to these two basic services, personal support and
professional workshops, each center has other local activities. The Teaching
Enhancement Centre at Bar-Ilan University (BIU) established in 2011, for
example, has been conducting in-depth interviews to 3rd year students in
each individual department in order to receive more information regarding
students’ satisfaction level from their learning experience at BIU. These
interviews, which began a few years ago, usually consist of six to ten
students who are interviewed as a group by a member of the TEC team. The
students’ identities are concealed, so that they feel comfortable relating their
feelings and learning experiences. Students are also asked whether they feel
they have acquired the skills necessary for the labor market. A written report



is produced, and two TEC members go over the report with the head of the
department. Each department chair has the authority to decide which points
should be addressed and what needs to be done within the department. In
many cases, certain lecturers are asked to participate in certain pedagogical
workshops.

Teaching Enhancement Centers in HEIs have been mandated by the
Council of Higher Education, but on a voluntary basis, there is an unspoken
solidarity where more established centers are helping and guiding newer
centers. These collegial collaborations are facilitated by the Israeli National
Forum for Teaching Enhancement Centers which was created in 2002. All the
heads of the TECs in Higher Education Institutions are members of this
forum. The forum holds meetings, workshops, and even organizes
international group trips so that its members have transnational connections
and learn from one another. These trips generated not only worldwide
friendships, but also strengthened collaboration among the forum members
which proved very beneficial during the COVID19 crisis. Since the
beginning of the crisis, forum members started functioning as a support group
and facilitated the sharing of strategies and ideas between institutions to
further enhance the teaching level in HEI. As Adelman (2009) points out,
“the Bologna Process is an analogue to the macroeconomic theory of
convergence, the ways in which nations move from different stages of
development to a more-or-less common platform of performance”.

In general, the Bologna Process had a positive impact on HEI in Israel.
First, it heightened the awareness that there is a need for common grounds on
which to base mutual recognition of academic courses on the national and
international levels. This awareness led to the understanding that the
structure of syllabi must be standardized, and that syllabi should become
more “student-centered” and less “teacher-centered”. As mentioned earlier,
workshops are conducted in many institutions to train lecturers to write
syllabi based on the recommendations of the BP and particularly the learning
outcomes approach. Moreover, international mobility and mutual recognition
demands that all syllabi are translated to English, and “speak” a common
language.

The Bologna Process also emphasized the necessity of a quality
assurance mechanism on a national level through the Council of Higher
Education and within each institution. At BIU each department has a teaching
committee that goes over and approves the syllabi within the department.



These syllabi are then sent to the faculty teaching committee which in turn are
forwarded to the Vice Rector’s office for approval by the institution’s central
teaching committee. On a national scale, the CHE conducts teaching quality
assessments across the disciplines. Each year several disciplines are chosen
by the quality assurance committee within the CHE to examine the quality of
teaching in all the HEIs according to a specific discipline. The CHE sets up
an international professional team of experts which evaluates the discipline-
specific departments in the country. This process led to revisions of the
curricula, to more standardized qualification frameworks and to a common
credit system.

Despite the apparent advantages and benefits brought about by the
Bologna Process, it is important to mention the challenges that it poses to
creativity and innovation. Some researchers, such as Teelken and Wihlborg
[14], point out that the BP negate the notions of academic freedom, autonomy,
and independence. Indeed, one can argue that governmental policies and
regulations striving for comparability place more emphasis on assessment
and control and neutralize the competitive aspect between different programs
and institutions. In this way, the inherent goal of the BP of quality assurance,
which leads to standardization and uniformity, may decrease diversity and
uniqueness among academic programs.

Whereas European institutions of higher education are mostly struggling
with the notion of the three-cycle degree system, their Israeli counterparts are
grappling with the external influences of marketization and the consumerism
brought about partly by the BP’s student-centered attitude. Accountability and
quality assurance procedures also force universities to comply with a
consumerist approach which take into account the demands of multiple
stakeholders including students and employers [12]. This external pressure is
perceived by many faculty members as an unwelcome intrusion on their
academic freedom.

Taken as a whole, the Bologna Process enabled a process of international
collaboration and harmonization between different countries within and
outside the European Union. It forced us all to “speak the same language” and
use comparable quality assurance frameworks. Hopefully, this movement of
convergence will create a “zone of mutual trust” [10], while preserving the
program or institution’s independence, autonomy and academic freedom.

3 The Ukrainian perspective on the Bologna process



The Bologna process started in Ukraine on the 19th of May 2005, with the
introduction of an action plan for quality assurance in Ukrainian Higher
Education and integration into the European Educational Network by 2010.
In 2014 the new national standard in Higher Education was accepted. This
new standard became the new driving force for the implementation of the
Bologna process.
In 2017 a new Law of Education was accepted which in general is
compatible with the Bologna Process.

Fig. 1. Primary goals and levels of the Bologna System Model [16]

Let us consider the results of implementation of the primary levels of the
Bologna system model (Fig. 1) in Ukrainian HEIs.
To comply with the Bologna goals an improved national qualifications
framework (NQF) was put into place.
The NQF includes:

- 11 levels of qualification;
- 4 cycles in higher education: Junior Bachelor (short cycle),

Bachelor-Master-PhD and 4th cycle – Doctor of Science)



- Implementation of the European approach to assure equal access to
education and inclusive learning;

- Implementation of national regulations to support mobility;
- Implementation of a life-long learning approach;
- Widen university autonomy.

3.1 Quality assurance process and accreditation of
curricula.

One of the important steps was done in establishing quality assurance.
The European experience was studied, and the National Agency for Quality
Assurance in Higher Education was created. «The mission of the National
Agency for Higher Education Quality Assurance (NQAA) is to catalyse
positive changes in higher education and to shape its quality culture»[16,17].

In the new Educational Law, announced more autonomy for HEIs. One of
the important steps which all Ukrainian universities should comply with
passing accreditation for its degree studies, is that each HEI should
implement internal quality assurance rules and regulations [18].

In Ukraine the HEI departments are responsible for the implementation of
the new curricula and for the organization of the accreditation. The list of
possible curricula is set on the governmental level with standards, which
contains required competences, skills and program results. According to the
Educational law there should be a strong correlation between educational
standards and new curricula and NQF.

The implementation of a completely new curriculum such as the one
developed within the BIOART project is possible only as a specialty within
an existing one, as there are national standards with the list of possible
specialties. This structure of defined specialties makes it more difficult to
start with new interdisciplinary degree studies, as from its nature,
multidisciplinary studies cannot be put under one specific specialty.

University autonomy allows universities not to pass national
accreditation and produce local diplomas of the university. We conducted
research among local businesses and despite the fact that the main factor is
the authority of the university all suppose that it is more convenient to employ
graduates from curricula which passed national accreditation.



The process of national accreditation for new studies approximately
takes three months and consists of the following steps []:

Step 1: The electronic application is signed by the rector of the HEI: this
opens the request for an accreditation and confirms that the university itself
supports the idea of the new curriculum.

Step 2. The guarantor of the curricula prepares a self-assessment and
apply it in electronic system. The guarantor is the professor who is in charge
of the department or is the main expert in the proposed study-field and as
such guarantees the academic quality of the contents of the curricula. The
self-assessment report describes how the HEI will organize the new
curricula/or existing curricula and proofs/states to the accreditation agency
that curricula-changes/renewals is necessary (from national and international
benchmarks). It also explains how academic and pedagogic quality will be
achieved and how the curricula comply with the laws (and the Bologna
goals).

Step 3. The accreditation agency prepares the process of the
accreditation and selects experts (accreditation committee) who will conduct
an assessment.

Step 4. The accreditation committee which consists of three experts with
one student among them analyses the self-assessment report as a basis for the
on-site audit.

Step 5. The onsite audit visits the HEI to check the facts stated in the self-
assessment report and to interrogate staff and students to assess how the
curricula is implemented and to see what the strong and weak points are.
(Currently, this process is conducted on site and online due to the pandemic
situation.)

Step 6. The experts prepare their conclusions. And the university
analyses the conclusions and prepares its feedback.

Step 7. Expertise by committee: Conclusions.
Step 8. Final decision.

The result of the accreditation process could be:
1. Passed. The result is then published on the website of the NQAA and

the HEI receives the accreditation certificate.
2. Rejected. University could apply for appeal



3. Conditional accreditation for one year - students who complete their
studies and successfully defend their BA or MA thesis receive a
governmental diploma. But such curricula requires new accreditation
in one year.

3.2 Key performance indicators for HEI’s in the quality
process

According to the NQAA the most important key performance indicators
for a highquality educational system are based on international standards.
The ranking in the international rating systems, the citation criteria (h-index)
of the educational staff, number of graduates employed according to the
diploma (labor market, world tendencies, scientific research), which highly
correlated with the Bologna System model (fig.1).

To reach these standards in NU “Zaporizhzhia Polytechnic” there is
conducted annually a self-assessment of pedagogical and scientific staff. The
assessment includes formal categories: general staff characteristics,
educational work within the reporting period, scientific activities, publishing
activities, organizational activities with students.

The progress rates of the departments also include the number of
publications, citation index, research grants and income in the field of
teaching and learning, national and global awards and prices, projects.

The results of this self-assessment are used by university management for
motivation.

A self-assessment methodology and software for it was developed by the
educational department in cooperation with the software tools department.
As all of this is new to the university, the tools are being improved and
extended to make it easier in use, and more performant in outcomes.

For curricula measures the number of graduates, the success rate in
finished degrees, and the employability success rate of graduates are the
main measuring tools.

University standard for the new master’s curricula which was
implemented in NU “Zaporizhzhia Polytechnic” in the frame of BIOART is
organized in the following way: general cycle (9ECTS), professional cycle
51 ECTS (disciplines and internship) and scientific part as master thesis 30
ECTS.



The compliance to the goals of intercultural understanding is mainly a
matter of internationalizing the degree studies. For this a major measuring
tool is the mobility numbers for students and staff to and from the university.

Erasmus+ CBHE projects in cooperation with Erasmus+ KA1 help
Ukrainian universities to support international mobility of staff and students.
Within the BIOART project 77% of educators of NU “Zaporizhzhia
Polytechnic” involved in the new curricula had a possibility to participate in
internships in European universities and in training abroad. Students
participate in KA107 with Polytechnic in Madrid for one semester.
Universities are still struggling with the implementation of individual
educational courses and academic recognition of the results, which has a
negative influence on the number of students who are participating in
international mobility as its increase load on them. The rigid national
accreditation system with its standards and defined contents make it difficult
for students to make a selection of courses in a host-institution. According to
the system only copies of the Ukrainian subjects are accepted, but this is of
course far from reality. The consequence is that mostly acquired credits
abroad are not automatically converted to acquired credits at the home
university.

The BIOART project also is a support for the sustainability goals by
funding equipment to help universities to reach the program results. In NUZP
this funding led to the development of two new laboratories at two
departments involved in the new curricula.

For supporting inclusive education, the university system for distance
learning is widely used. The system contains all teaching materials. The
Software Tools department has great experience in the implementation of the
remote laboratories, which give students the possibility to have access to the
equipment 24/7 [20-22]. These possibilities are also “exported” to the
community stakeholders and as such is used for in-company training and for
kids-university (course and summer school activities for pupils of secondary
schools) and for student competitions like BEST (Board of European
Students of Technology).

For the Ukrainian partners, the implementation of new curricula within
the international CBHE projects has great advantages: – all syllabi are
developed in cooperation with and within and international network of
project partners, HEI’s can invest in equipment in modern laboratories, and
there is an international forum and outreach for staff and students.



However, a big challenge remains: the implementation of the
multidisciplinary master curricula - as described in BIOART. When
establishing new curricula, you should first of all reach the programs results,
which are described in the national standard. This means that it causes more
self-study for the students when we are implementing interdisciplinary.

Since students with different subject backgrounds can be enrolled in the
new master program to cover the gap, we are limiting the list of such
specialties and set elective blocks in the bachelor curricula. Unfortunately,
this sometimes causes an overload for the students.

As the general term for master studies in Ukraine is 1.5 year (90 ECTS
equivalent), the best solution for multidisciplinary curricula would be to
increase it to 2 years (120 ECTS equivalent).

Another open question is how to check if the program results were
reached. Nowadays to answer this question, we are using students’
questionnaires, but in general student’s activity/motivation to study is very
low. Generally conducted research [23] on students understanding their
carrier strategy only 55% have a clear idea about it (15% its best graduates
and 40% those who are oriented towards success in their professional
activities), 30% are so called “disadaptants” and 15% are unmotivated
student youth with vague plans for professional growth. Involvement students
into the research national and international projects, internship at the national
and international companies aimed to increase the number of motivated
students.

4 Implementation of the main targets of the Bologna
Reform in Austria

Austrian universities have grown rapidly between 1999 - the year in
which the Bologna Declaration was signed - and 2018. During these two
decades, universities have implemented study law reforms within the
framework of the Bologna Process - in addition to a large-scale
organizational reform. Those reforms - amongst others - included the
implementation of the three-cycle degree architecture and the introduction of
comprehensible and comparable academic degrees. Between 1999-the year
in which the Bologna Declaration was signed-and 2018, Austrian
universities have expanded rapidly. In addition to the large-scale
organizational change, universities have adopted study law changes in the



sense of the Bologna Process over the last two decades. Those changes
included the adoption of the architecture of the three-cycle degree and the
introduction of comprehensible and equivalent academic degrees, among
others.

As of 2020, the multi-tier study architecture is already well implemented
in Austria, but processes such as the emphasis on learning outcome,
manageable study duration and mobility windows still need further
development and continuous improvement.

The implementation of the Bologna process in Austria initially was not
easy and a lot of it was based on trial and error. Nevertheless, the country
demonstrated a strong commitment to the Bologna Process reforms from the
earliest years, taking an organized, methodical and pragmatic approach to
implementation. A national “Bologna Follow-Up Group” was established
involving the higher education institutional representatives and students’
union, and all institutions appointed a Bologna Coordinator. Degree
structures were radically changed – moving away from the old diploma
system to the Bologna cycles. The speed of implementation varied
considerably according to the area of studies, with natural science programs
moving first to the Bologna cycles and social sciences and humanities taking
longer.

It is argued that one of the main drivers that sped up the implementation
process was the internationalization within the sector of Universities of
Applied Sciences. These institutions promoted the intensive examination and
analysis of the Bologna Process and its associated challenges: leaner content
and improved competence development, implementation of qualification
profiles, integration of mobility windows, transparency, ECTS and the focus
on learning outcomes.

Nevertheless, the lack of experience with the multi-cycle system and the
consideration of what constitutes a bachelor’s or master’s degree program,
led to uncertainties and misunderstandings. Hence resulting in
misinterpretations and undesirable developments such as crowded curricula,
purely consecutively designed study programs, little room for mobility or a
structurally driven allocation of ECTS without acknowledging the content,
the level or learning outcomes.



Learning outcomes and the associated paradigm shift were and still are
the biggest challenges, as they question the traditional approach to teaching
and learning and the role of the teacher. The idea of purely consecutive study
courses and the indirectly associated preservation of the old diploma study
programs soon proved to be a misjudgment, as did the belief that one's own
bachelor's graduates could only participate in their own consecutive master's
programs. Students very soon recognized the advantage of the Bologna
system and the associated individualization of their educational path and
sought variety and focus for their second cycle. This also brought up the
question of permeability, combined with the question of recognition and
equivalence.

The complex interplay of different reforms and framework conditions
becomes evident when the effects of the Bologna Process are viewed from
the students’ perspective: they now have to complete a three-year, tightly
structured course of study, in which the pressure to perform has increased
while opportunities for combining work and study have been reduced.
Furthermore, at the end of their studies, students find themselves without a
vocational qualification because their degree is not recognized on the labor
market. The consecutive master's program seems indispensable and has in
fact replaced the traditional diploma degree by becoming the unofficial “first
degree”.

It could be argued that the acceptance of Bologna conform first degrees
would grow if the development of study programs, as a consequence of the
Bologna process, would finally aim at a rigid replacement of content
centricity in favor of outcome – orientation. This approach indeed involves
many challenges and requires a theory-based and systemic approach. The
Constructive Alignment Concept according to Biggs and Tang (2011)
provides a suitable basis for such a competence-oriented study program
development. [10]

The lack of understanding of core concepts and practices of the Bologna
reform and their consequences for curriculum development and design,
shows as one of the key constraints for the successful quality assurance of
any curriculum development projects.

Throughout BIOART it became clear, that the development of a high-
quality study course is highly complex, as it is not only important to focus on
didactic elements during the entire development process, but also to consider
the structural features of a program, to apply instruments such as taxonomies



of learning objectives and to design the courses and assessments in a way
that is appropriate for the learners, which should be based on a careful
selection of theoretical models.

5 Conclusions

One of the main project objectives of Erasmus+ KA2 project 586114-
EPP-1-2017-1-ES-EPPKA2-CBHE-JP «Innovative Multidisciplinary
Curriculum in Artificial Implants for Bioengineering BSc/MSc Degrees»
[BIOART] was to develop an improved, best practice-curriculum that
ensures the appropriateness of academic content for students and in
accordance with industry demands. The sustainability of the project is
ensured by two aspects: The first aspect was the development and
introduction of adapted (bio-)engineering syllabi, comparable to similar
international study programs or courses delivered at top universities in
partner and program countries and established in a manner to ensure
sustainability but also allow flexibility and responsiveness in a dynamic
discipline over the next few years. This was achieved through integrative
content development which was based on a preliminary stakeholder and
labor market analysis and supported by academic governance and quality
assurance, and the setting of national standards and the adherence to Bologna
system standards in curriculum design. The second aspect focused on the
establishing of BIOART labs using state-of-the-art equipment, hence building
an infrastructure that allows students to form a learning environment that
exposes them to modern tools and equipment that best prepares them for an
industrial setting.

As a consequence of the BIOART project partners’ collaborative efforts,
new and updated curricula in the field of bioengineering have become more
flexible and adaptive by means that curricula bridge the gap between abstract
theories learning and generic engineering knowledge on the one hand and the
more contextual, continuously changing and demanding realities of the labor
market and biotech and bioengineering industry. The adapted or newly
developed courses also became more open to adjustments based on the
deficiencies identified during preparatory analysis. Furthermore, established
practices and processes of curriculum development were reviewed and
validated, and new contents were tested and assessed during pilot teaching
sessions.



The process of curricula development and the updating of the courses
was challenging for most partner universities involved in the project, due to
the rigid time frame and the compliance with national and/or institutional
accreditation regulations as well as meeting the formal Bologna
requirements, such as the allocation of ECTS or the definition of learning
outcomes. BIOART certainly contributed to the understanding of formal
quality assurance mechanisms and acknowledging the quality assurance
instruments as defined by the Bologna reform. Furthermore, project partners
familiarized themselves with the concept of learner-centered curriculum
design throughout the process. Unfortunately, a thorough qualitative
assessment and evaluation of the developed curricula and/or adapted courses
according to the different design levels that constitute a competence-oriented
curriculum development could not be carried out due to the scope of
BIOART.

One of the major obstacles that could be identified during the project’s
implementation was the lack of a common understanding and interpretation of
the basic concepts of quality assurance in curriculum design according to
Bologna standards. BIOART project partners are at different stages or levels
of participation in the Bologna process and the implementation of its
principles. There are also reservations related to the core concepts of the
Bologna reform and their realistic application that cannot be ignored.
Nonetheless, an effect is achieved through an indirect contribution to the
discussion, adaptation and implementation of the Bologna reform and, thus,
the alignment of the partner and program universities involved.
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Abstract. Problem-Based and Project-Based Learning approaches are used for teaching students in an
active and inquiry-based learning way. Therefore, they are gaining knowledge and developing skills in
the field. Informatics and digitalization are at the cross-road of Science, Technology, Engineering,
Management, Innovation studies, and at least one application field. Health Informatics or more globally
Digital Health are dynamic and stimulating fields of practice for developing a large range of capabilities
dealing with creativity and leadership. Nonetheless, the specificities of both Health Informatics
(standards, methodologies, human- or animal-focused information) and Digital Health (tools and
systems) require an additional involvement from the students to deliver projects fitting with real-world
needs and constraints. In this chapter, we will explain how to run a Problem-Based and Project-Based
Learning in these challenging areas. This is required to have some awareness of health and medicine
concepts and their specific constraints. This active and inquiry-based learning journey in the fields of
Health Informatics and Digital Heath must give some day-to-day tools for being able to cultivate new
scientific, technologic, engineering, and managerial knowhow. It is essential to point out that Health
Informatics and Digital Health are used herein as application fields. The methods and examples
presented in this chapter can be used and mirrored in any other field and more particularly in
bioengineering and biomedical engineering.

Keywords: Healthcare Informatics, Digital Health, eHealth, Problem-Based Learning, Project-Based
Learning.

1 Introduction

Problem-Based (PrBL) [1] and Project-Based Learning (PBL) [2]
approaches are used for teaching students in an active and inquiry-based
learning way. Therefore, they are gaining knowledge and developing skills in
the field. Informatics and digitalization are at the cross-road of Science,
Technology, Engineering, Management, Innovation studies, and at least one
application field.



Health Informatics or more globally today Digital Health are dynamic
and stimulating fields of practice for developing a large range of capabilities
dealing with creativity and leadership. However, the specificities of both
Health Informatics (standards, methodologies, human- or animal-focused
information) and Digital Health (tools and systems) call for an additional
involvement from the students to deliver projects fitting with real-world
needs and constraints.

In this chapter, we will explain how to run a PrBL or a PBL in these
challenging areas. This requires having some awareness of health and
medicine concepts and their specific constraints. This active and inquiry-
based learning journey in the fields of Health Informatics and Digital Health
must give some day-to-day tools for being able to cultivate new scientific,
technologic, engineering, and managerial know-how.

It is essential to point out that Health Informatics and Digital Health are
used herein as application fields. The methods and examples presented in
this chapter can be used and mirrored in any other field and more particularly
in bioengineering and biomedical engineering.

In the first section, we will describe what the PrBL and PBL approaches
are respectively. We will explain synthetically their "What, Why, Where,
When, Who, How, How much".

The second section will deal with what are Health Informatics and
Digital Health. We will point-out their links to bioengineering and
biomedical engineering.

In the section and last part, we will give some examples of implementing
PBL focusing on Health-focused computerized systems. Also, we will give
some ideas on possible projects to implement for educational purposes.

2 Problem and Project-Based Learning

Problem-Based Learning [1] and Project-Based Learning [2] approaches are
unlike the traditional learning one. They are student-centered and by essence
an experimentationbased educational method.

By exploring real-world situations, issues, needs, or comprehensively
"challenges", PrBL and PBL, are allowing starting the learning process by
disclosing a case or a situation that must be handled. The learner is not
getting, as a premise, the "tool", the knowledge for solving it.



PrBL and PBL philosophy involve the learners in such a way that they
need to discover and to identify what they need to know, and then to apply it.
This is in contrast with the traditional learning methods which start by
teaching what the learners need to know for solving a “problem” and then
illustrating it with an example.

2.1 Learning to be a part of a whole

Globally, learning by investigating a problem or working on developing a
product as a project gives the students and so the learners to develop real-
life applicable and improvable capabilities.

First of all, these learning approaches being "student-centered", the
learner is the project owner. This means that the students' voices and choices
are one fundamental component of the learning and self-development
process.

The 21st century is a connected world. In other terms, all the things
around us (and by extension each one of us) are linked to others. More than
talking out the Internet of Things (IoT) [3] we need to talk about the Internet
of People (IoP) [4] which leads to Human-to-Human Interaction (HHI) (in a
digital context) [5]. These HHIs are fundamentals in the communication
process and in the opinion debate which are crucial bricks of a problem-
solving or a project development [6]. From a teaching perspective, this
means that both PrBL and PBL support the improvement and the
reinforcement of interpersonal and teamwork skills. The students learn to be
a part of a whole.

Moreover, these learning approaches drive to high-quality solutions. In
this framework, quality means "going deeper" and searching to handle the
question by thinking "out-of-the-box" for delivering a relevant, rigorously
built, and real-world related answer.

Thus, working on a subject-matter chosen by students themselves and
interesting them tends to augments self-learning intent.

2.2 Being efficient in the real-world, having real-life skills

The 21st-century skills, which can be also called "soft skills" [7, 8] which
are developed and stimulated by the Problem and Project-Based Learning



frameworks are well-summarized, for example, by the 6C’s integrative
concept [9, 10].

One important ability and skill required anywhere and at any time is
"Communication". Individuals must communicate with their peers and their
environment at the right time and in the right way for getting the right answer
or support. Learners have the opportunity to actively exchange between them,
and with other actors such as their peers (involved in handling another
problem or project), teachers, mentors, or advisors. This is allowing them to
create, to share, and to update the content of communicational processes such
as "talking and listening", writing and reading", and "drawing and
visualizing" information, and share knowledge.

Being able to do these tasks with the right individuals, with the right
tools, and on the right channels are other bricks allowing acquiring and
building collaboration proficiency.

Cultivating communication abilities also involves developing "critical
thinking" skills. Indeed the learners must understand the information and the
knowledge that they got, and judge if it is the right one for them and reliable.
Additionally, the students must be able to judge themselves. They must be
able to define if they are handling correctly the project (or the problem) that
they have to deal with.

A good understanding of what critical thinking is leading to learn, to
develop, and to enhance the individual and the collective creativity by
proposing individually or collectively new or alternative solutions.

Finally, communicating efficiently and effectively, by delivering the right
content in the right collaboration framework, in a creative and critical (but
constructivist) manner is the result of a self-confidence development process
happening over time and by handling numerous problems and projects.

Nowadays, these abilities and skills (Communication, Content
development, Collaboration, Critical thinking, Creativity, Confidence) are
critical ones for working efficiently and being a part of real-world projects
(i.e. not training one).

2.3 Similarities and differences

Problem-Based Learning and Project-Based Learning have common aims and
look similar. We previously pointed-out that both are:



• Teaching students in an active and inquiry-based learning way;
• Involving the students in such a way that they are building 21st-

century skills (6C's);
• Taking more time than "classical learning" because they are actively

engaging the students in the learning process by allowing them to
define the question(s) and/or issue(s) that they will investigate.

Nevertheless, some important differences exist between them.
First, the starting point of a PrBL is commonly a use-case (real or fictive)

disclosed in a structured form. On the second hand, PBL deals mainly with
real-life situations and needs.

Accordingly, PrBL is more generally focusing on a single-subject when
PBL is more often multi-subject. Indeed, a project by essence requires
looking to different facets for managing it in a transversal manner.

PrBL being more abstract it may need small groups of students like PBL
which can also be done alone.

Then, PrBL can be completed shortly (i.e. between a few hours to a few
weeks) when PBL is lengthy (i.e. between a few weeks to a few months).

Additionally, the result of a PrBL consists generally in a written
document or a presentation, and in the case of a PBL, the students create a
new product by taking into account its environment (e.g. financial or
regulatory constraints, end-user specific needs, etc.).

2.4 Step-by-step frameworks

Considering PrBL and PBL as a unified framework, articulated around 7
main steps helping the students working on a case study to investigate (for
PrBL) or a real-life situation (for PBL).

Table 1 shows compactly and simply the different steps and the specific
tasks to complete for each one.

It is important to keep in mind that for both frameworks, the students are

• Developing and enhancing their 6C’s skills -Communication, Content
development, Collaboration, Critical thinking, Creativity, Confidence-;

• Learning to work with S.M.A.R.T. goals [11, 12];
• Going deeper in their understanding by asking and answering a standard

set of questions, the well-known 5W2H –c– [13].



Working S.M.A.R.T. means for each step having Specific (and Simple)
and Measurable (and Manageable) oriented questions, and Achievable (and
Action-oriented), Relevant (Realistic and Reasonable), and Time-bounded
(and trackable) answers.

Table 1. Problem-Based Learning vs. Project-Based Learning

Steps Problem-Based Learning Project-Based Learning
0 • Get a case study • Get a real-life situation

1
• Examine the issue (case

study).
• Clarify unclear terms.

• Look at the Real World.
• Search for new needs.

2
• Identify the problem and its

out-comes.
• State what is known.

• Define the “Challenge” (the
final product).

• State what is known.

• Brainstorm and define
hypotheses

• Determine the information
to get and the tools to use
to solve the problem.

• Brainstorm about the
“Challenge” (the final
product).

3 • Develop a relevant
“Subject Matter Expertise”
(Inquiry, Self-Directed
Learning)

• Suggest potential solutions. • Innovate and look forward
4 • Explain each solution.

• Build bridges between
solutions.

• Model the product.
• Implement a product.

• Select relevant suggestions. • Experiment (Run) the
product.



5 • Develop deeply each
solution

• Get feedback.

• Assess each solution(s). • Self-assess and get
assessments by peers and
mentor

6 • Solve the problem. • Revise and improve the
product

• Synthesis and performance
review.

• Report the overall product
development process

7 • Share findings. • Disseminate both report and
product.

For example, working on “Step 1” of a Problem-Based Learning must be
based on dealing, for example, with the following questions: “What is the
issue?”, “Why is it an issue?”, “Where is it an issue? ”, “When is it an issue?
”, “Who is impacted by this issue? ”, “How did it tend to be an issue? ”, ”
How much did it cost to solve this issue (financially, timely, humanly)?”.

2.5 Take away message

• Problem-Based Learning [1] and Project-Based Learning [2] are
engaging the student as an active learner.

• Discovery by investigating and experimenting are the fundamental
elements of these teaching approaches.

• Both case-study and real-life situations are defined in such a way that
they allow acquiring a “Subject Matter Expertise” by Self-Directed
Learning.

• At each one of the learning steps defining S.M.A.R.T. goals with the
5W2H method helps efficiently brainstorm and prepare a deliverable
based on earned information, knowledge, and experience.

3 Health Informatics and Digital Health



Health Informatics and Digital Health could sound for the non-specialist as
similar fields but they have different aims and objectives even if they are
complementary.

3.1 Health Informatics

The term "Health informatics" is used herein as a generic term referring to a
large spectrum of strongly related and interdependent specialties, such as
healthcare informatics, medical informatics, nursing informatics, clinical
informatics, biomedical informatics, bioinformatics.

Health data, information, and knowledge are concepts that relate to an
individual's health and care history [14].

The main initial aim of Health Informatics is to handle patient' health and
care-related data, information, and knowledge, generated through the use of
information systems and other technological complementary tools and
devices [15].

This core definition has been expanded over time and today it takes into
account the needs

• To stimulate and to evaluate the technology adoption and its
performance;

• To continuously evaluate and improve the safety, quality,
effectiveness, and efficiency of care [16].

Nowadays, Health Informatics is defined as:
(i) Pursuing "[…] the effective uses of biomedical data, information, and

knowledge for scientific inquiry, problem-solving, and decision making,
motivated by efforts to improve human health", and;

(ii) Investigating and supporting “[…] reasoning, modeling, simulation,
experimentation, and translation across the spectrum from molecules to
populations, dealing with a variety of biological systems” [17].

Health informatics is at the cross-road of healthcare, “computer and
information sciences, engineering and technologies”, the other sciences, and
engineering domains as a whole, and management. Researchers and
Practitioners must have dual expertise, one from the health and medicine
arena and one from the computer and information sciences and engineering.

3.2 Digital Health



The Internet is a full part of the day-to-day life of each one since the
beginning of the 2000s, eHealth (electronic health) as a new and innovative
concept, and the field appears. eHealth is extending the focal point of "health
informatics" towards clinical information systems [18]. eHealth is taking the
health services customers at the center and so emphasizing the "consumer
health informatics" [19]. Disseminated over the two last decades the eHealth
conceptualization is strongly related to the current economic digital
revolution of health services [20]. The term "Digital Health" (dHealth) is
nowadays used as a rebranding of eHealth. This term also sounds related to
the use of "advanced technologies" used in the daily practice of health and
medicine for non-fully technological communities [21]. eHealth and dHealth
are synonyms even the second one must be considered as an evolution of the
first one - a kind of popularization of the field [22]. We are using in this
chapter the terms of Digital Health and dHealth for being consistent with the
present-day uses of it both in academia and industry.

Digital Health is built around 4 main axes:
1. Data, information and knowledge collection, storage, mining, and

dissemination for improving healthcare practice;
2. Personalization of precise healthcare;
3. Health promotion, wellbeing, and efficient self-management;
4. Optimization of the economic dimension and understanding of

sociological one in this new context.
These 4 axes are strongly interrelated and interdependent.
The first one corresponding to the formal acquisition and processing of

dHealth data is fundamental for the discovery of new knowledge [23–25].
This novel knowledge boosts the understanding of the market needs in terms
of software and hardware frameworks and infrastructures. The last decade's
move to “big data” [26, 27] has also induced a change in the manner to deal
with the data’s generators and users. More specifically, the data must be
“smart” for both and induce innovation for taking continuously the overall
health sector to the next step [28].

Globally, dHealth has for aim to enhance and to improve the efficiency of
historical surveillance systems used for preventing and controlling disease
spreading. The effects of such changes will contribute to raising the quality
of the methods, processes, and systems involved in, for example, (1)



delivering wellbeing and healthcare services, (2) dealing with outbreaks
prevention, detection, and mitigation outbreaks [29–32].

3.3 Take away message

Health Informatics and Digital Health are complementary fields with a large
number of overlaps.

On the first hand, Health informatics is, at the intersection of healthcare,
sciences, engineering, and management. Dual expertise, in a health-related
field and another one related to computer and information sciences and
engineering. The scientific field mainly focuses on (i) the efficient and
effective uses of data improving human health", and (ii) investigating and
supporting health-related knowledge engineering and management for
supporting translational exchanges between research to practice [17].

One the second hand, Digital Health has an integrative purpose focusing
on combining various sources of cyber-physical technologies [33, 34] for
improving the quality of the methods, processes, and systems involved in
health services delivery in regular and disruptive times [29–32].

4 Problem and Project-Based Learning in the fields of
Health Informatics and Digital Health

The use of PrBL and PBL (and other related approaches) established Higher
Education and more particularly in medical and health-related fields.

4.1 eHealth and eLearning: PrBL and PBL as a whole

One key point allowing dealing efficiently with PrBL and PBL pedagogical
methods which are actively involving the students was the increasing
digitalization of the educational supports during the 2000’s.

Similarly to eHealth at the beginning of this century [18], eLearning [35,
36] allowed to expand the approaches used for actively involving students in
their educational experience. Virtual biomedical universities are today one of
the effective and efficient ways [37–39].

A challenge for Health Informaticians is to develop tools supporting the
training and the continuous education of clinicians. As some examples, the



following kinds of tools and systems can be developed as a Problem or
Project-Based Learning in this field [37]:

• Simulation and virtualization of biological and physiological
processes;

• Handling small and targeted use cases, such as understanding a
clinical context, interpreting clinical and/or biological data, and
proposing a diagnosis [40];

• Using realistic simulation and interactive patients’ data (such as
Electronic Patient Records or Virtual Reality [41]) for training
students to deal with at least one of the following: history taking,
physical examination, ordering and investigating laboratory and
imaging examinations, treatment prescription, and follow-up [42].

It is important to highlight that Health Informatics and Digital Health are
studied by students outside of health-related curriculums.

For example, during their B.Sc. in Industrial Engineering and Technology
Management curriculum at the faculty of Technology Management at the
Holon Institute of Technology in Israel, the students are taking courses in
Computer Integrated Manufacturing (CIM) and Introduction to the Internet of
Things (IoT). The students are learning the fundamentals, advanced, and up-
to-date concepts needed in their future practice. A large part of these courses
are using the PrBL and PBL approaches. Moreover, the same students have to
complete a final graduation project during their 4th year [43]. A large and
increasing number of these students are interested in discovering the Health
Informatics and Digital Health world. These two frameworks are
opportunities for these students without health-related background to have a
first or extended contact with these fields.

Allowing students to familiarize themselves with Digital Health and
Health Informatics with Project-Based Learning can consist of developing a
"smart household pet feeding monitoring system". This kind of project and
challenge relates to application in Veterinary Medicine and so Veterinary
Medical Informatics. Accordingly, the students (ideally a team of 3) must
design and implement a prototype of a pet feeding station. This system
provides health and behavior monitoring services, collecting data and
information for allowing health pet follow-up by looking at feeding habits
and weight changes over time. Accordingly, the students had to deal with the
overall PBL process and more specifically by:



1. Looking at the Real World and searching for new needs.
e.g. Such a kind of pet feeding station exists in the market. So
answering briefly to the 5W2H for understanding the potential
customers' needs (the pets and their owners).

2. Defining what will be the prototype of the final product
e.g. What will be included? Why and Who will it be used? Where?
At home then how will it look? When will it work? How much will it
cost to produce and then merchandise it?

3. Developing the relevant “Subject Matter Expertise”
e.g. Even the students have a background in electronics, computing,
automation, information technology, IoT, and management, they had to
deliver a realistic product. They developed their knowledge and
understanding of some fundamentals in animal physiology, behavior
science, health informatics (focusing on veterinary aspects), and
digital health (as a ubiquitous environment).

4. Innovating and looking forward to designing and implementing a
prototype.
e.g. the feeding station system was developed around 4 main
components:
(1) a Cyber-Physical System: an IoT device collecting and sending

data related to feeding (RFID for identifying a pet, filling and
emptying of the food and water tanks), “health indicators” such as
pet health-related data (number of visits for eating or hydrating,
quantity consumed at each time; weighing before feeding and/or
hydrating; other physiological parameters -e.g. temperature,
pulse…-);

(2) Storing and managing the data related to a specific pet
(associated with clinical data from the Electronic Medical
Records managed by a Veterinary clinic);

(3) Running an analytical system detecting deviations of the “health
indicators” from norms and sending “alarms” by comparing
current data to historical data of a pet or of “similar” pets.

(4) Reporting in an interactive and user-friendly way reports to the
pet-owner and optionally to a Doctor of Veterinary Medicine.

5. Experimenting the prototype with prospects (e.g. the students’
families) and getting feedback.



6. Revising and improving the prototype according to the previously got
feedback.

7. Disseminating both report and product. 
e.g. Submitting a final graduation report, presenting to peers and
faculty staff the overall project.

A PBL like this one allows learning some elementary knowledge,
methods, and tools used in the Health Informatics and Digital Health
domains. The students in the current case discovered the specificity of
managing a project involving telemonitoring, physiological signal
processing, health information management (e.g Electronic Health Records),
analysis and reporting of biological and medical (veterinary) data,
information, and knowledge for clinical purposes and population
surveillance [44].

4.2 Suggestions for PrBL and PBL subjects

The list below consists of a set of examples of PrBL and PBL subjects. The
teacher will define it as a problem or as a project, depending on the needs of
the course where they will be used.

1. Simulating a physiological process [45, 46]. e.g. automatic detection of
QRS components in ECG signals.

2. Create an interactive family tree with known genetic/phenotypic
characteristics for each family member.

3. Designing and developing a model looking at a patient with diabetes
treatment adherence from a Systems Medicine perspective [47].

4. Simulating an epidemic / a pandemic (AIDS, COVID, Influenza…) [48].
5. Designing a smart home for supporting the elderly.
6. Designing a smart household pet feeding monitoring system [44].
7. Developing an application managing personal health records.
8. Developing an alert system to publicize the spread of viruses and

recommendations for individual and collective protection.
9. Writing a review of applications used by patients with diabetes for

managing their treatment.



10. Writing a position paper about the potential future ethical issues induced
by new Health Informatics and Digital Health developments.

4.3 A positive experience for students

Given the limited-time that health professionals and the increasing needs to
consolidate the teaching resources for students, Problem-Based Learning and
Project-Based can be both run in a traditional way with face-to-face
meetings (in class) or in a digital context (fully online or blended). The
effectiveness of moving a part or all the PrBL or the PBL online has a
positive impact on satisfaction. Moreover, it enhances self-improvement
abilities to acquire new knowledge and develop 21st-century skills [41].

Looking at a more specific assessment of the use of PrBL (and by
extension PBL) as a strategy for teaching Medical Informatics chapters such
as Information and Communication Technology in the medical schools we
can notice also a students' high acceptance and satisfaction with this method.
Additionally, it looks like previous PrBL experience and so related skills
influence positively this assumption [49].

4.4 Take away message

PrBL and PBL are pedagogical philosophies actively involving the students.
Today they are powerfully based on digital technologies. Since the beginning
of the 21st century, eHealth use and impact in constantly increasing [18].
eLearning [35, 36] has the same trend. Therefore, eHealth comprises an
eLearning component focusing on instruction and training of professionals
involved in health-related practice and services [37–39].

PrBL and PBL are used for teaching Health Informatics and Digital
Health realistically.

5 Conclusions

In this chapter, we introduced Problem-Based Learning and Project-Based
Learning, 2 student-centered, investigated-focused, and continuous-
engagement educational methods.

In a second step, we explained what are Health Informatics and Digital
Health.



Then, we described how PrBL and PBL are and can be used for
efficiently and effectively teaching Health Informatics and Digital Health.
This is a “game” having for goal to integrate prior knowledge and cultivate
new scientific, technologic, engineering, and managerial know-how when
they are not mastered [50].

The success of both, PrBL and PBL is accordingly dependent on the
responsibility of students in being engaged in the “game” (the learning task)
and so being involved in a self-regulated learning (SRL) process and
environment [51]. Indeed, today, PrBL and PBL are well-fitting with online
teaching for both biomedical sciences and engineering education and public
health literacy [52].

Nota Bene

• All the references provided in this chapter are additional resources
for teachers and students interested in going deeper into their
mastering of Problem-Based Learning and Project-Based Learning.

• Problem-Based Learning and Project-Based Learning are two of the
numerous methods used in the student-centered, active, and inquiry-
based learning sphere.
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Abstract. This lecture is devoted to the introduction of multidisciplinary training for the specialists in
the field of design and implementation of high-tech implants with elements of intellectual behavior. The
end-to-end process of designing such implants is considered: from the study and analysis of functional
requirements, as well as the study of new materials, 3D-modeling of geometric parameters, and
modeling of mechanical properties – to the development of electronic and software components of
sensory and control subsystems.

Identification of the main stages of implant development made it possible to identify and formulate
the necessary competencies that need to be formed by specialists in this field. Students will be
acquainted with the general direction of training, the skills, and abilities that they are going to acquire
during the training. In the process of system analysis of the development of implants, an ontological
approach was applied. It allowed formalizing the analysis results in a form convenient for the
preparation of regulatory documents. Information support for the organizational and methodological
work of teachers was also improved. This lecture also increases the students’ motivation to study
disciplines of the bioengineering field.

A competency-based approach to the organization of the educational process requires the
development of an integrated model of educational processes and the objects that participate in them,
based on high-level abstractions.

Keywords: bioengineering, competence approach, implant, ontological modeling.
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1 Introduction

The rate of renewal of engineering knowledge and competencies is
constantly increasing. In most industries, there is a reduction in the time of
the innovation cycle – the time between scientific development and the
introduction of the technologies into production. This is especially true
concerning information technology (IT) education. Technical skills are also
evolving rapidly. Many students currently studying at universities will have
new professions in the future that do not yet exist. The skills they will need to
possess are not yet determined. For many students, retraining will become a
common practice, as we enter an era of continuing evolution and education.
At the same time, the engineering problems and tasks are changing in
connection with the introduction of technologies into all spheres of life and
the economy. Technical systems are becoming more complex and
interconnected. Solving these problems and managing such systems requires
new approaches to education. It is necessary to take into account not only the
technical components of complex systems but also their impact on social,
environmental, economic, and other fields [1].

Currently, educational strategies for the development of learning systems
are developing in technologically advanced countries and include various
specialized programs for different levels of education. Curricula are
designed as a set of interdisciplinary competencies provided by the
disciplines to be studied.

For the students to learn to make innovative creative decisions, it is
necessary to include components related to the research technological
solutions and application of mathematics as a general method of modeling in
education.

This is especially important when executing multidisciplinary training
programs combining natural sciences and other disciplines. For example,
during the implementation of the international educational project ERASMUS
+ "Innovative Multidisciplinary Curriculum in Artificial Implants for Bio-
Engineering BSc/MSc Degrees". The main objective of the project is to
improve the process of students’ training in the field of medical device
design.

To increase the students’ motivation effectively, it is necessary to
constantly improve the structure and methods of the educational process. This
is possible through the development of e-learning methods using modern



information, communication technologies and global networks [2]. It is also
necessary to improve the content of disciplines, which provide knowledge,
skills and competence of graduates. The set of knowledge and skills that a
student receives in the learning process, taking into account the technologies
used, forms a model of the educational process. This model is more or less
consistent with the model of future professional activity. Therefore, the
development and improvement of the content of education should be based on
an analysis of the directions of technological development in this area of
knowledge. The complexity of these tasks requires constant analysis of
technology development trends. The result of this analysis are
recommendations for the improvement of the content of the educational
process of IT specialists training [3, 4], as well as new technologies for
teaching and knowledge assessment [5, 6]. It is also necessary to consider
the requirements for the training of specialists of enterprises and
organizations where they carry out their professional activities.

The competency-based approach to the organization of the educational
process requires the development of an integrated model of the processes
occurring during the learning process and the objects taking part in them.

During the training process, students acquire knowledge of their future
professional activities. An important basis for the information support of
engineering activities is the effective presentation of knowledge about the
work of the subject area (SA), as well as standardization of tasks and
standardization of the educational process. Some of them are fundamental,
while some are aimed at the development of modern technologies and tools
for professional work. Ensuring the necessary balance between these parts
determines the effectiveness of training. Both parts change over time, and the
sphere of activity of the corresponding specialty expands [3, 4].

Under these conditions, it is necessary to constantly clarify the
boundaries of the specialization area, since new branches of knowledge are
identified constantly as well. All this requires steady replenishment of the
knowledge and skills of the graduates in the subject area and adjustments of
the educational process. Solving this problem will increase the
competitiveness of graduates in the labor market. Taking these tasks into
account, the future of higher education is linked to the following processes:
integration of education, science and innovation; the use of technologies
based on the participation of students in innovation, research, etc., which
provides the competency-based approach to learning [5, 6], the growth of



knowledge and skills due to the active participation of students in the
learning process.

The purpose of the work is to formalize knowledge obtained during the
educational process when forming an interdisciplinary educational program
for training BSc/MSc in IT and bioengineering. Application of the
ontological approach [7] to the formalization of knowledge about the
educational process makes it possible to demonstrate the connection between
the elements of students’ training.

2 Content of competencies for an IT program in
bioengineering

The taxonomy of educational activity with highlighted attributes of concepts
and their meanings is shown in Fig. 1. The department is a part of the
university and trains students in a specialty that corresponds to its profile,
scientific, personnel, material and technical resources. The specialty of
BSc/MSc training allows future employees, who obtained the necessary
level of qualifications, to participate in a certain type of economic activity,
performing professional duties, following the job description of their
workplace. Using their professional skills, employees perform various work
functions, generally distributed by type (research, control, design,
technological, forecasting, organizational) and levels (stereotyped,
operational, technological, research).

During the process of implementation of the work functions, students
(BSc/MSc) perform various tasks of activity, which also differ in types
(professional, social, production, etc.). Qualitative performance of such tasks
should be ensured with appropriate knowledge and understanding of
production and scientific tasks and algorithms for their solution. From the
point of view of educational activities, the functions and tasks of future
employees should be ensured by the formation of different competencies.
Accordingly, competencies are supported by the skills formed during the
study of disciplines of different cycles.

The formed skills determine the volume and content of academic
disciplines and vary by type (subject-practical, subject-intellectual, sign-
practical, sign-mental).





Fig. 1. Taxonomy of educational activity with selected attributes of concepts
and their meanings

The skills are also divided according to the level of formation (the ability to
perform actions on material carriers, due to constant mental control,
automatically according to skill levels, etc.) [3, 4]. Also, when developing
curricula, it is necessary to adhere to general and national standards [1, 3].

Thus, the development of the content of training IT students in medicine
requires consistent implementation of the following tasks [6, 8, 9, 10]:
— formation of typical production functions according to the classifier of

occupations and types of economic activities;
— determination of the training level of bachelors or masters to perform the

assigned functions and key competencies for a given educational and
qualification level;

— development of these competencies in the field of professional activity of
a graduate in the specialty "IT in medicine";

— formation of MSc skills that differ from the requirements for the "level of
formation" of the BSc abilities;

— development of the structure and content of the disciplines, within which
the necessary knowledge and skills are formed;

— determination of responsibilities of the corresponding qualification level;
— determination of the list of competencies formed by students within the

framework of the educational process.
Subsequently, for these competencies, the skills should be determined to be
formed when studying the sections of the relevant training modules of the
professional training of the IT BSc/MSc in medicine.

Development of the content of the disciplines for the specialty "IT in
Medicine" was performed using the elaborated taxonomy of educational
activities (see Figure 1) and the identified tasks for students’ training. Based
on the ontological approach to modeling of the processes in the subject area
"Training of IT MSc in Medicine", basic competencies were identified. A
fragment of the applied ontology of the subject area " Training of IT MSc in
Medicine" is shown in Fig. 2. The ontology presents the skills that ensure the
MSc professional competence. The production skills of graduates as
specialists in the field of information and communication technologies in
medicine are also presented [8, 9].



Thus, the students should know the basic concepts of the development of
medical technologies related to the receipt, transmission and processing of
information for various purposes. Fields of IT application should include
nanomedicine, orthopedics, stimulation, diagnosis and use of implants, etc.
Students should be able to solve standard tasks of professional activity based
on informational and bibliographic culture and using information and
communication technologies. In addition, it is necessary to take into account
the requirements of information security, ethical and legal aspects of the use
of medical information. This requires the competence of students in the field
of data protection in medicine [9].

All the applied methods and studied disciplines can be divided into two
parts. The main part is necessary for general training of students. This
knowledge and skills are necessary at all stages of a specialist's activity. The
second part is a special one and it is designed to solve problems in a chosen
subject area. In particular, mathematics is a general method for studying
systems. Artificial intelligence methods can also be applied at all stages of
the automation of a specialist's activities.

For general students’ training, basic mathematical disciplines are of
particular importance, which develop [11, 12]:
— the ability for abstract thinking, critical analysis, evaluation and synthesis

of new ideas, for searching, processing and analyzing information from
various sources, for building logical conclusions, using formal
mathematical models;

— the ability for mathematical and logical thinking, formulation and
research of mathematical models, discrete mathematical models in
particular;

— the ability to substantiate the choice of methods for solution of theoretical
and applied problems in the field of computer science;

— the ability to use, develop and research mathematical methods and
algorithms for data processing in various subject areas (technical and
medical systems).

— the ability to process and interpret the results obtained, to analyze,
comprehend and present them, to justify the proposed solutions at the
modern scientific and technical level.

— the ability to master new methods and technologies for studying systems
for various purposes [13].



Fig. 2. A fragment of the ontology of the subject area "Master's Degree for IT
in Medicine Specialty"

The mastery of the methods of machine learning and artificial intelligence
by the students expands the mathematical apparatus necessary for the
development and study of models of various phenomena and processes. As a
result, there appears a need to create intelligent devices and software
systems [14–16]. To do this, students should be able to:
— carry out a formal description of the tasks of studying operations in

organizational, technical and socio-economic systems of different
purposes, to determine their optimal solutions using methods of machine
learning and artificial intelligence;

— realize the mathematical representation of models of systems of different
types, to perform the iterative development of a model; use models and
modeling process to test hypotheses, evaluate the adequacy of models;

— create mathematical models and algorithms to research knowledge in
databases and data repositories (knowledge discovery in a database –
KDD), including knowledge acquisition (Data Mining);

— develop information models of the medical diagnostic process at health
care institutions, evaluate the efficiency of the system for obtaining,



collection, processing, transmission and protection of medical
information;

— master the documentation on the development and implementation of a
model and present it in oral and written form.

Given the focus of the BioArt project on training IT students in medicine,
special knowledge in the field of medicine as a subject area [8, 9, 13] should
be limited within the framework of the corresponding curriculum. Subsequent
specialization at medical institutions will allow students to supplement their
knowledge in the field of bioengineering.

3 Model of learning activities in the field of design and use
of implants

Let's consider the formalization of knowledge about business processes in
organizational and technical systems involved in the development and
production of biomaterials, measuring and control devices. Let's also present
the process of designing, manufacturing and using implants. Consideration of
the areas of application of IT in medicine will justify the motivation for
students who study in programs related to bioengineering.

It is difficult to single out all the areas of students’ research and training
related to the use of IT in medicine since this is a very large field of activity.
Therefore, we consider the content of students’ training for IT specialties,
which is carried out as a part of the BioArt project. To determine the set of
necessary knowledge and skills, the sequence of operations of the process of
an implant creation are considered. Also let us present the information base
necessary for implementation of this process. This will help to intelligently
approach the formation of the set of competencies required for the work of an
IT specialist in the field of bioengineering. Consideration of the fields of
application of IT in medicine will also allow substantiating the motivation of
students enrolled in programs related to bioengineering.

The model of educational activity with the highlighted activities and their
attributes is shown in Fig. 3. After assembly and testing of implants, they are
implanted to patients (Fig. 4). Then, periodic monitoring of a patient and an
implant is performed. The results obtained are processed by statistical
methods to improve the quality of the entire process: design, manufacture,
installation and operation.



The concepts presented in these figures and the relationship between
them reflect the structure of educational activities in the field of creation and
operation of implants [10, 17–19]. Bioengineers perform various job
functions applying their professional skills. These skills are usually
categorized by type (research, control, design, technological, predictive,
organizational) and levels (stereotyped, operational, technological,
research).



Fig. 3. Model of educational activity for an implant design with highlighted
activities and their attributes.

Modern implants are complex products that include mechanical parts and
electronics [20–23]. The task of the mechanical part of the implant is to



ensure the strength of the structure, its kinematics and durability of work after
implantation to a patient. Electronics allows to control the parameters of a
person and an implant, as well as transmit the necessary information for
storage in the control system or for managing the implant. The third
component of the overall system is the software subsystem that ensures joint
operation of its elements, the logic of processing the received data [12, 13,
16, 24, 25].

The competencies that students should receive based on the developed
curriculum should be formulated and grouped according to these components
of an implant.

Patients’ information is the starting point for selecting or designing an
implant (Fig. 3, A1). Much of this information is obtained from instrumental
research. This information is obtained using various sensors and devices
recording a person’s parameters. The resulting parameters are usually
converted into electrical quantities and presented in graphical form. Thus,
students should learn the physical fundamentals of sensors, know the different
types of sensors and the peculiarities of their application. Moreover, to be
able to combine sensors into sensor networks for simultaneous monitoring of
a number of human parameters [8, 13, 14, 20], the students should:
— know the types and understand the features of the application of medical

sensors, topology and characteristics of the wireless sensor network;
— master the principles of operation and scope of application of

biosensors, converters, their features and limitations, various components
of biosensors and biosensor networks;

— master the principles of designing and modeling of biosensor networks,
know the features of applied bioelectronics components, potential
benefits and achievements of creation of wireless sensor networks.
Part of the information is obtained as images with subsequent processing

of these images by software subsystems [14, 15]. In particular, for implants
of joints and teeth, their volumetric geometric model is required. Thus, an
important competence for bioengineers is signal processing, in particular,
processing of graphic images of various types [8, 13]. Therefore, students
need to master the technologies for obtaining and processing of signals:
— to know and understand the fundamental concepts of digital signal

processing, to master the use of digital filters for sound and image



transformation;
— to possess skills of testing, data collection, and processing of digital

signals for biomedical purposes, to apply various methods of
transformation and analysis of signals in computerized systems of
medical purpose;

— to know the methods of simulation and statistical processing of signals.
One of the most important issues in effective diagnostics is the quality of

design, manufacture and operation of medical equipment [11, 13, 21]. The
equipment provides coordination of measurements, processing of results, and
transformation of the received information for visual presentation. Data are
presented in the form of digital values, graphs, images, sound signals. For the
correct design and operation of medical equipment, students should:
— know definitions of the terms for medical systems equipment, trends and

problems of their design, software for automated development of medical
equipment;

— master and apply methods of mathematical modeling of medical
equipment, create mathematical models that describe the operation of
medical equipment, create software for modeling;

— carry out diagnostics of malfunctions, master methods of control and
testing of medical equipment;

— understand the basic concepts in the field of nano- and
microelectromechanical systems, the possibilities of their application in
medicine, master their structure and device, as well as understand the
principles of their computerized design and use.
A decision on the design or choice of an implant is made after processing

the received medical data on the physical characteristics of the patient and
his diagnosis [8, 9, 22, 23]. Depending on the type of implant, its mechanical
elements are designed (A2) [10, 11, 13]. The electronic device is also
designed according to the tasks of the prosthetics (A4), if necessary. At
present, computer-aided design (CAD) and CAE systems (A2, A4) [10, 11,
21] are widely used to design implants, medical instruments and equipment.
3D scanners are often employed to build 3D models [12, 21]. Most often,
implants are of a complex geometric shape, therefore, automated processing
systems on CNC machines (A3, A5, A6) are used for production [11]. In
addition to CAM systems, experiments are actively carried out on



application of 3D printing to obtain implants of complex shapes. To use these
technologies, students must be able to apply universal and specialized design
systems:
— possess computer simulation skills in the design of medical equipment

and implants, taking into account the individual anatomical
characteristics of a person;

— develop and implement software for the creation and production of
equipment and implants in MCAD / MCAM packages, integrate with
these systems and work with 3D printers.
An important issue for the development of implants is the choice of

materials for medical purposes [18, 19]. A number of requirements are
imposed on these materials, which are associated with implantation inside
the human body. Reasonable choice of materials in some cases is the basis
for successful prosthetics. To use the materials (A2, A5, A6) correctly,
students should:
— understand the requirements for the medical materials and products made

of them, know physical and mechanical properties of the materials, as
well as know the methods of their identification and statistical processing
[24, 25];

— have a basic understanding of bioinertness (biocompatibility),
electroneutrality, nontoxicity, tribological characteristics of the fatigue
strength of materials used for implants [17, 18, 19].
Knowledge of biomechanics allows students to provide the necessary

movements of an implant or prosthesis elements to perform the required
functions, as well as to calculate loads of the structural elements. Knowledge
of the loads and displacements of structural elements relative to each other
allows to choose the right materials that ensure the strength and durability of
implants, prostheses, and elements of medical equipment (A2). To properly
design implants, students need to:
— to master the topographical anatomy of a person, master the means of

modeling kinematics and dynamics of the human motor apparatus;
— set tasks and perform strength calculations using СAE - systems taking

into account mathematical models of biomedical materials behavior [12,
21].



To master the processes of modeling of all components of implants and
medical equipment (A2, A4), the competencies formed during the study of the
disciplines of the mathematical group are of great importance [12, 16, 23,
25]. These include disciplines: Mathematical modeling, Mathematical
methods of operations research, etc. As a result of mastering the disciplines
of a specialized cycle of mathematical training, students should be able to:
— apply modern technologies for mathematical modeling of objects,

processes and phenomena, be able to develop computational models and
algorithms for the numerical solution of mathematical modeling
problems, taking into account the errors of the approximate numerical
solution of professional problems;

— carry out a formal description of research tasks in organizational,
technical, socioeconomic systems for various purposes; determine
optimal solutions for the tasks.
Medical electronic devices perform the functions of processing the

received information, controlling the operation of implants. The development
of medical electronic devices requires knowledge of the physical
foundations, purpose and principles of operation of electronic components.
Computer-aided design systems for electronic devices ensure their
development, in particular, the design of printed circuit boards (PCBs). The
use of ECAD systems for these purposes (A4, A5) [8, 20] requires students
to:
— develop medical systems using the results of measurements of various

parameters of human organism subsystems;
— know the basic concepts, stages and technologies of design, manufacture

and control of printed circuit boards;
— choose the necessary electronic components for the project, master

practical techniques of designing printed circuit boards;
— apply automated means of electronic circuits and PCBs design.

Programming is of great importance in designing medical systems (A5).
The programs implement the logic of receiving, processing and storing
information, ensure the coordinated operation of intelligent implants and
other medical devices. The programs implement mathematical methods of
information processing in the form of appropriate algorithms. In addition to
the design of the mechanical and electronic parts of the implant, information



processing, testing and assembly of all components of the product using
robotic systems (A3, A5, A6) are automated.

The most difficult part of the technology of using implants is the
installation of an implant into the human body (Fig. 4, A7). Robotic systems
are also being developed and used to perform medical operations in an
experimental mode. Of great importance in the design of medical systems is
programming (A5). Programs implement the logic of obtaining, processing,
and storing information, ensure the coordinated operation of intelligent
implants, medical devices. Programs implement mathematical methods of
information processing in the form of appropriate algorithms. Thus, today not
only the design of the mechanical and electronic parts of the implant is
automated, but the processing, testing, assembly of all components of the
product using robotic systems (A3, A5, A6).

The most complex part of the technology of using implants is the
installation of an implant in the human body (Fig.4, A7). But also for the
performance of medical operations, robotic systems are developed and
applied in an experimental mode.

Fig. 4. The model of educational activity in the statistical processing of
implant installation results



In medicine, information systems are widely used that provide information
transfer at various levels, centralized storage (A8) [8, 9]. Automated
information systems allow you to remotely monitor a patient’s condition,
perform diagnostics based on the use of network technologies, telemedicine,
conduct statistical studies, and a number of other tasks (A9) [9, 14]. To do
this, you must:
— to apply signal processing technologies, images and video to diagnose

and monitor patient status, including the use of microcontrollers and
wireless networking technologies for remote diagnostics and monitoring;

— to understand the principles of data transmission, know the types and
routing protocols, master the design and development of new network
architectures and MAC protocols;

— to master the application of various types of network infrastructure in
telemedicine for the transmission of images, video, and remote
interactions of equipment in biomedical diagnostic systems.

The collection of biomedical information and its mathematical processing
make it possible to analyze and model processes both in the human body and
in society (A9) [12, 14, 24, 25]. In this regard, the aim of the course
«Mathematical processing of biomedical data» that students should be able
to:
— understanding of the basic principles and methodology of processing

statistical data / experimental and the ability to use them in practice:
process data and interpret them;

— the ability to develop measures for the improvement, modernization of
existing computer systems, and the selection of more effective technical
and instrumental means with the necessary substantiation and calculations
in the processing of biomedical data.

A developed set of competencies is not mandatory for full use. This set of
competencies can be reduced or expanded depending on the basic specialty
and profile of the university.

4 Conclusions

1. It has been determined that an important basis for information support of
engineering activities is the effective presentation of knowledge and



standardization of training tasks in investigated subject areas. The
competency-based approach to the organization of the educational
process and the requirements for training specialists from the enterprises
and organizations in which they will carry out their professional
activities require the development of a comprehensive model of the
educational process based on high-level abstractions.

2. . The need for knowledge in the field of medicine for IT students has
been substantiated, which motivates studying specific issues for the high-
quality implementation of tasks in the field of bioengineering. The
formalized implant development process has substantiated the need for
medical knowledge for IT students.

3. Within the framework of the development of STEM - and other
technologies of education, students study engineering disciplines that are
necessary for the formation of a modern engineer and specialist in the
field of information technology. In the process of learning, students
master a number of technologies that are the basis for the implementation
of modern software systems for various purposes: for engineering,
medicine, and other fields of activity.

4. The model of the educational process has helped to identify and
formulate requirements for the content and scope of the acquired
knowledge and the results of the acquisition of skills in the process of
acquiring the students the competencies necessary for the implementation
of the types and tasks of activity in the field of bioengineering, as
envisaged by the project BioArt.
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Abstract. The field of diagnostics is a cornerstone of modern health care especially in personal
medicine. As the need for simple, rapid and cost effective medical care expands in the next few
decades, it will become increasingly important to develop highly sensitive, specific, selective, portable
and high throughput methods for detection of relevant biological entities. Such biosensor schemes are
critical not only to garner vital patient information in a timely fashion but also to accelerate progress
toward a better understanding of the complex biological pathways that govern disease. Electrical
biosensors offer a simple and inexpensive device with computability to IT (Information Technology)
world and IoT (Internet of Things). The major electrical biosensing strategies, including impedimetric,
potentiometric, and amperometric detection. Implanted biochip are one of the gentle solutions for
continuous monitoring diabetic diseases, metabolic changes following drug and chemotherapy treatment.
This chapter will describe the principles of various types of electrical signals in Biosensors.

Keywords: Biosensor, Bioelectronics, Electrochemical detection, Quartz Crystal Microbalance.

1 Prologue

Integration of biology and electronics resulted in the scientific area of
bioelectronics. Bioelectronics is actually a multi-facet scientific and
technological area that includes electronic (or optoelectronic) coupling of
biomolecules, or their natural or artificial assemblies, with electronic or
optoelectronic devices [1]. Interfacing of biomaterials and electronic
devices can be used to transduce chemical signals generated by biological
components into electronically (or photonically) readable signals, or to
activate the biomaterials by applying electronic (or optical) signals, thus
resulting in the switchable/tunable performance of the biological
components, Figure 1, [2]. The bioelectronic (optobioelectronic) systems can
be used to develop biofuel cells, implantable biofuel cells for biomedical
applications, self-powered biosensors [3]. Also, the bioelectronic systems
are developed for Biocomputing applications. The general vision of



biological systems as very complex systems transducing matter, energy and
information, allows us to consider the operation of biochemical cycles as
computing processes.
One of the main applications of the bioelectronic systems is sensing devices,
such enzyme-based biosensors, DNA-sensors, immunosensors, etc [4, 5].
This chapter will describe the principles of various types of electrical
signals in biosensors and biochips.

Fig. 1. The bioelectronics concept (adopted from [1]).

We require biosensors because we need to know what we eat (food quality
control), what is our physical condition (health care), and who carries a
bomb (security). In the 19th century people were producing the food by
themselves or bought it directly from the farmers and they trusted the
supplier. In the 19th century and even at the beginning of the 20th century
knowing your health condition was not important since there was not much
that could be done about it. The main mode of transportation was the horse



and carriage. It wasn't until the latter part of the century that railways
changed people's lives and habits. But even after the advent of the railway,
remote areas still relied on the horse for local transport. People trusted their
travelling companions. Today we have to regulate food quality, we need to
conduct medical tests to fit medicines to patients and we need to be sure that
our mean of transportation will be secure. Furthermore, the last decade
medicine shifts the paradigm forward the personal medicine, which selects
appropriate and optimal therapies based on the context of a patient's genetic
content or other molecular or cellular analysis. This new model is requiring
high throughput of the diagnostic process and testing. Hence, highly sensitive,
specific, selective, portable, cost effective, real-time and multi analytes
biosensor are require to address the need of the modern medicine and
healthcare policy. In addition, sensitive biosensing is crucial in the forensic
field when very low amount of bio molecules, such as DNA, need to be
detected. High sensitivity of biosensor is related to the capability of
producing a signal when the concentration of the analyte (sensing agent) were
food producing the is very low and is <10-10 Molar. The sensitivity of the
sensor required for early detection of diseases, mainly viral, cancer and
cardiovascular diseases. Specificity and selectivity are criteria of efficiency
of the biosensor. The of signal-noise ratio (SNR) is important criteria for any
validation of sensor. The high frequency signals of false positive or false
negative cause the sensor to be ineffective. The criteria of portability, user
friendly and cost effective are related to the needs of remote medicine and
point-of-care tests that can be performed at the bedside or near the patient
place. This contrasts with the historical pattern in which testing was wholly
or mostly confined to the medical laboratory, which entailed sending off
specimens away from the point of care and then waiting hours or days to
learn the results, during which time care must continue without the desired
information [9].

The high throughput diagnostic systems currently not meet the criteria
above, since facilities required are big and expensive. Spectrophotometry is
the quantitative measurement of the reflection, absorbance or transmission of
light, and require photodetector for electromagnetic signal readout. The same
is a fluorescence spectroscopy system that analyzes fluorescence signal from
a sample. Enzyme Linked Immunosorbent Assay-(ELISA) are based as well
on photometric system and require an optical signal readout system. Same the
chemo luminescence that measuring the emission of light as the result of a



chemical reaction require an optical signal readout system. In contrast a
biosensor device applying electrical signal is suitable and computable for
producing portable, rapid, real time detection and cost effective devices with
interface to online IT world.

2 Biosensor – Principles of operation

The sensing process of biological matter applying electrical signals has a
need to couple between two systems with different languages. Unlike the
solid phase and electrical conductive material of electronic devices,
biological material is mostly in liquid solution and has a very low electronic
conductance. The challenge of designing and manufacturing biosensors is the
ability to translate biological activity into electrical signal or express the
concentration of chemical or biological agents by electrical signal.

Biosensors consist the bio-mediator and transducer, both transfer the test
agent, named “Analyte” to an electrical signal (Fig.2). The bio-mediator
consists matrices of probes that interact with the analyte. The specificity and
selectivity of the bio-sensing depends on the specificity and selectivity of the
interaction between the matrices and the analyte based on bio-recognition of
complementation of the biomaterial, such as Enzyme-Substrate, Antigen-
Antibody, Receptor-Ligand and complementary of two strands of DNA
(Deoxyribonucleic Acid), RNA (Ribonucleic Acid) and PNA (Peptide
nucleic Acid). The matrices are part of the bio-mediators and usually consist
conductive or semi-conductive support, and the electronic transduction of the
biological functions associated with the biological matrices. The basic
feature of a bioelectronic device is the immobilization of a biomaterial onto
a conductive or semi-conductive support.



Fig. 2. A scheme of electrical biosensor configuration.
(https://loosa.paginas.ufsc.br/en/biossensores/)

The electrical biosensing signals are including impedimetric that measure
the electone transfer rate, potentiometric, amperometric, capacitance,
conductivity, semiconductor field effect transistor (FET), microgravimetric
Quartz Crystal Microbalance (QCM) and electrical power.

Table 1. Classification of biosensor.

Probe Signal

Redox Enzyme Sensor
Immunosensors
DNA sensor
Receptor / Ligand
Cells sensors

Potential /Current (potentiometric
/ amprometric)
Capacitance
Conductivity
Impedance
FET-Field Effect Transistor
Electrical Power / AFM, STM
Crystal Microbalance
Microgravimetric Analyses
(QCM)

3 Biosensor – Biomediator

The immobilization of a biomaterial onto a surface of substrate of bio
mediator is obtained by surface chemistry. Three main strategies are applied:
a. Physical adsorption b. Chemical covalent binding c. biorecognition, (Fig.
3), [6]. The interacting force of physical adsorption (physisorption) is weak
bonds such hydrogen bond, electrostatic bond, dipole-dipole interaction or
Van der Waals (VDW) forces. Even though the interaction energy is very
weak (~10–100 meV), the multi sites interaction is able to immobilize the
molecule on the surface. Another method for immobilizing biomaterial onto
surfaces using physical adsorption is obtained by anchoring the biomaterial
into a polymer (Fig. 4).

https://loosa.paginas.ufsc.br/en/biossensores/


Fig. 3. Immobilization methods of DNA. (adopted from [6])

Chemical covalent binding is obtained by binding the molecule covalently to
the surface by chemical bonds. Covalent linkage of proteins to conductive or
semiconductive supports often utilizes the availability of functional groups
on the surface of the solid support. For example, metal-oxide materials such
as TiO2, SnO2, contain surface hydroxyl groups that are synthetically useful
for the coupling of organic materials. Noble metals (Au, Pt) were chemically
or electrochemically pre-treated to generate such surface hydroxyl functions.
Carbon electrodes, after appropriate chemical treatment, contain different
surface-associated functional groups (carboxylic, carbonyl, lactone,
hydroxyl, etc.) capable of attachment to proteins [7].

Fig. 4. Physical adsorption of redox enzyme (Glucose Oxidase-GOx) onto
surfaces by anchoring the enzyme into redox polymer.



Biomolecule monolayer is assembling and bind on the surfaces using
direct or nondirect process. For example: thiolated monolayers is self-
assemble (SAM) on top of gold surface since the thiol group bind to gold
(Au) by chemical interaction. Functional group (X) such amino or carboxylic
acid-functionalized thiolate monolayers associated with Au electrodes are
covalently coupled to complementary functional group (carboxylic or amino
groups which create amide bond) of bio molecule such protein or DNA
(Fig.5). The SAM is dictate the binding of the chain molecules in same
direction.

Fig. 5. Direct binding of biomolecules (R) (a) or non-direct (b) process Self-
assembly of functionalized, thiolated monolayers by thiol group (SH) or

disulfide (S-S) on Au electrodes. X is a functional group for coupling with a
biomolecule. Y is a complementary functional group to X.

The immobilization biomolecules onto the surface is appling by harness
the biorecognition process, such as Biotin-Avidin recognition. The
biorecognition is taking place when the two complementary biomaterial
interact like “the lock and key”.



Fig. 6. Self-assemble DNA probe monolayer onto surface of the substrate by
Biotin-Avidin interaction.

The hen egg-white Avidin protein has very high affinity for Biotin
(vitamin B7) with high specificity and selectivity. Each Avidin protein
consists of four binding sites for four Biotin molecules. The two polar sites
allow anchoring the biomolecules onto the surface as described in figure 6.
The advantage of this method is the ability to reproduce the surface probe by
rinsing the surface with a solution that denature the Avidin protein. The
disadvantage of this method is the stability over the time [8].

Classification of the types of biosensor can be accomplished by the type
of probe or by type of signal according the table 1 and figure 1. The probes
are part of the matrices and bind to the transducer that execute the electric
signal. It can base on the reduction and oxidation (Redox) reaction and
mostly catalyzes by redox enzyme. The Immunosensors are based on Atigen-
Antibody (Ag-Ab) complex. In case the analyte is Ab the probe is Ag and
vice versa. The DNA/RNA sensor presents the same strategy when the single
strand DNA (ssDNA), a mostly oligo nucleotide is bound to the materials
and used as the probe to detect the analyte of a complementary strand (Fig.
6). In the same method biosensor can be design for any bioreceptor and



ligands such Biotin-Avidin interaction. Furthermore, biosensing can be
obtained to the entire cell, such nerve cell for measuring their signal
processing or other cell for measure the metabolic process according the cell
environment.

4 Transducer and Electrical Signals

The transducer of the biosensor is required to express the concentration of
analytes, biorecognition activity and biochemical process to electrical
signal. In spite that biological materials are not conductive they can involve
on the electrochemical process. Many biosensors signal utilizes this feature
to generate an electrical signal. The electrochemistry is the reciprocal
reaction between chemical energy to electrical energy. The main instrument
for applying the electrochemical measurement is the electrochemical cell. In
this section we will describe the biosensing based on electrochemical
detection and biosensing based on Microgravimetric quartz-crystal-
microbalance (QCM) analyses.

Electrochemical detection
Blood glucose monitoring reveals individual patterns of blood glucose

changes, and helps in the planning of meals, activities, and at what time of
day to take medications. Also, testing allows for quick response to high
blood sugar (hyperglycemia) or low blood sugar (hypoglycemia). This might
include diet adjustments, exercise, and insulin (as instructed by the health
care provider) [12]. The most typical example of first-generation biosensor
is the Clark electrode. Leland C. Clark Jr. (1918–2005) was an American
biochemist and the inventor of the Clark electrode: The electrode is covered
with a GOx-soaked membrane. The measured compound here is oxygen, the
concentration of which changes with changed enzyme activity depending, in
turn, on glucose (analyte) concentration. The Clark cell measure the glucose
in solution by the amprometric method. Amperometric-based electrodes
measure the current in the electrochemical cell instrument. The current is
correlated to the concentration of the substrate. Glucose biosensor measure
the analyte concentration in non-direct way since the current is correlate to
the concentration of oxygen based on equations 1 and 2.

The glucose is the substrate (Sred) of GOx (E). GOx is catalyzed by
oxidation of glucose to producing gluconic acid (Sox) and reduction the



oxygen to producing hydrogen peroxide by electron transfer from glucose to
hydrogen peroxide according the equation 2.

Hence, concentration of glucose is proportional to the O2 consumption, which
is quantified by the resulting electrical current.

Fig. 7. Schematic representation of the Clark-based metabolite electrode. A
permselective membrane covers the Pt electrode, the membrane is
impregnated with immobilized glucose oxidase (GOx)

Basic amperometric electrode is the oxygen electrode (Clark electrode),
which consists of an oxygen-permeable membrane covering a platinum
cathode. The metabolite electrode has an additional membrane (gel layer)
with an immobilized enzyme, which is in contact to the O2 permeable plastic



(3)

(4)

(5)

membrane; this arrangement allows the set to become permeable to both,
oxygen and the specific metabolite, and the electrode develops a current
proportional to the analyte. Figure 7 shows the schematic representation of
the construction of a metabolite electrode. In one half-cell oxygen reduces by
platinum (Pt) anode and in the second half-cell silver cathode (Ag) oxidize
as described in equations 3 and 4 respectively and the net reaction in
equation 5. Each redox reaction transfers 4 electrons into the circuit. The
current is proportion to the concentration of the reactants and to the reaction
rate restricted by diffusion and penetration of the analytes and oxygen.

O2 + 4H+ + 4e- → 2H2O

4Ag + 4Cl- → 4AgCl + 4e-

O2 + 4H+ + 4Ag + 4Cl- → 4AgCl + 2H2O

The voltage applyed on the Clark cell is -0.6 V, it calculates based on
standard electrode potential (E°) required for a reduction or oxidation occur
in each half-cell refer to hydrogen half-cell, H2/H+, under standard condition:
1 molar in aqua solution, in standard temperature (25°C) and pressure (1
atm) – STP. The potential is fit to the real concentration according Nernst
equation 6. For a complete electrochemical reaction, the equation can be
written as where E is the cell potential (electromotive force) at the
temperature of interest, E° is the standard cell potential, R is the universal
gas constant (8.3144 J K−1 mol−1), T is the temperature in Kelvins, n is the
number of electrons transferred in the cell reaction or half-reaction, F is the
Faraday constant, the number of coulombs per mole of electrons (F =
96485.3321C mol−1). Q is the reaction quotient of the cell reaction describe
in equation 7. Equation 8 expresses the Nernst equation by logarithmic form.



Three-electrode cells (see Fig. 8) are commonly used in controlled
potential experiments. The cell is containing the three electrodes working
electrode (WE), reference electrode (RE), and counter electrode (CE).

Fig. 8. Schematic representation of the three electrodes electrochemical cell
and the implementation cell in a chip. (Metrohm DropSens company and

http://www.porous-35.com)

Electrodes are immersed in the analyte solution. WE is reacting with
analytes. RE provides a stable and reproducible potential and it insulated
from the sample through an intermediate bridge to minimize contamination of
the sample solution. The potential of WE is compared against RE. The RE is
used as electrochemical half-cell and is “buffering” against potential
changes. The buffering is achieved by a constant composition of both forms
of its redox couple, such as silver–silver chloride (Ag/AgCl) or saturated
calomel reference electrodes (Hg/Hg2Cl2). An inert conducting material, such
as platinum wire or graphite rod, is usually used as the current-carrying
counter auxiliary electrode (CE). Analyzer (or potentiostat) instrument can
apply various techniques of measurement such applying voltage versus RE to
the WE and measuring current between WE and CE or vice versa.

The most widely used technique for acquiring qualitative information
about electrochemical reactions are linear sweep voltammetry (LSV) and
cyclic voltammetry (CV). Linear sweep voltammetry is a voltammetry
method where the current at a WE is measured while the potential between
the WE and a RE is swept linearly in time. Oxidation or reduction of species

http://www.porous-35.com/


is registered as a peak or trough shape in the current signal at the potential at
which the species begins to be oxidized or reduced, while the CV results
rapidly provide considerable information on the thermodynamics of redox
processes and the kinetics of heterogeneous electron transfer reactions and
on coupled chemical reactions or adsorption processes. CV consists of
scanning linearly the potential of a stationary, using a triangular potential
waveform (Fig. 9). The resulting current versus potential plot is termed a
cyclic voltammogram [11].

Fig. 9. Typical cyclic voltammetry (CV) for a reversible redox process, the
insert plot shows the potential vs. time signal in a CV experiment. (Patel, B.

University of Brighton).

The increasing demand for highly sensitive and selective glucose sensors in
industrial, clinical and pharmaceutical sectors, especially for the effort to
develop artificial pancreas, sensing materials for glucose detection have
attracted much attention worldwide. The first generation glucose biosensor is
based on monitoring the generation of H2O2 and the O2 consumption such as
Clark glucose biosensor, (Fig.11). The reaction is restricted by the O2
because the normal O2 concentration is 1 order of magnitude lower than the



normal physiological level of glucose, [10]. The second generation uses
additional mediators to enhance the electron transport from the GOx enzyme
active sites to the surface of the electrode, (Fig.11). Flavin adenine
dinucleotide (FAD) is a redoxactive cofactor associated with GOx at his
active site. The biocatalytic reaction of GOx includes the reduction of Flavin
group in the enzyme GOxFAD by reacting with glucose to form the reduced
state of the cofactor GOxFADH2 (Fig.10).

Fig. 10. Cofactor flavin adenine dinucleotide (FAD) in two state of redox
process.

The electrons transfer from substrate to FAD to form FADH2 and from
FADH2 to the Mediatorox to form the reduction state of it and from Mediatorred
to electrode to apply current that is proportional to the concentration of the
glucose. This is one cycle of the redox cascade process that transfer two
electrons to anode and reproduce the Mediatorred and FADH2 to the original
oxidation state, FAD and Mediatorox respectively. The current signals of the
oxidation of mediator are used to detect the concentration of glucose.



Fig. 11. Scheme describe the first, second and third generation enzymatic
glucose sensors. [12]. Copyright (2013) Royal Society of Chemistry.

The third generation glucose sensor is based on the direct electron
transfer between GOx active site and the electrode surface in the presence of
mediators, (Fig.11), [12]. In a native reaction oxygen oxidize the FADH2 to
produce FAD and H2O2, while in the third generation glucose sensor the
anode electrode replaces the oxygen in the oxidation process. For this
process the system should evacuate the oxidation from the solution by
dissolving other inert gas such as nitrogen or Argonne.

Direct electrical activation of redox enzymes, to stimulate the
bioelectrocatalyzed oxidation (or reduction) of the enzyme substrates
provided electron transfer between the electrode and the redox enzyme. This
electron transfer is fast, resulting current corresponds to the turnover rate of
the electron exchange between the substrate and the biocatalyst. Hence, the
transduced current reflects the substrate concentration in the system.



Fig. 12. Reconstitution of GOx on Quinone - Q (Pyrroloquinoline Quinone –
PQQ) mediator monolayer, assembled on a Au electrode.

Direct electrical communication between redox, proteins, and
specifically redox enzymes, and electrodes is, however, usually prohibited,
[13]. The donor and acceptor separation distance is a major factor that
controls the electron transfer rates. In fact, for most redox proteins (diameter
80-150Å) the redox centers are electrically insulated. That is, redox enzymes
(or proteins) that form a donor-acceptor pair with an electrode lack
electrical contact with this electrode, [7]. The tailoring of bioelectronics
systems requires the assembly of biomaterials on electrode and the design of
the appropriate electronic communication between the biological matrices
and the support element. The tailoring the mediator and the redox enzyme
onto the surface of the electrode is enforce liner transfers of the electrons
from the active site of the redox enzyme to the electron, as describe in figure
12. The concentration dependent CV and the calibration curve corresponding
to the amperometric responses of the enzyme electrode at different
concentrations of glucose is shown in figure 13.



Fig. 13. Cyclic voltammograms of the GOx on an Au-electrode and the
calibration curve corresponding to the amperometric responses of the enzyme

electrode at different concentrations of glucose. (adopted from [17])

Microgravimetric quartz-crystal-microbalance
Microgravimetric quartz-crystal-microbalance (QCM) analyses based on
mass change of the crystal. QCM is determining the mass variation per unit
area by measuring the change in frequency of a quartz crystal resonator
(Fig.14).

The frequency shift induced by a thin sample which is the rigidly coupled to
the crystal, is described by the Sauerbrey equation 9, where f0 is resonant
frequency, ∆F is frequency change, ∆m is the mass change, A is the active
crystal area, ρq is the density of quartz and µq is the shear modulus of quartz.



Fig. 14. Quartz Crystal Microbalance, (adopted from [16])

The QCM based biosensor have been developed for immunosensors and
DNA sensors, Fig.15. The immobilized oligonucleotide probe onto the QCM
electrode for the microgravimetric, piezoelectrical analysis of the
complementary oligonucleotide analyte is provide a sensitive DNA sensor.
Figure 15b shows the sensing process of the analyte. The hybridization of the
oligonucleotide analyte with an oligonucleotide probe on top of the QCM
electrode results in a mass change and causes the crystal frequency decrease
[14,15].



Fig. 15. Quartz Crystal Microbalance sensor: a. immunosensor and b. DNA
sensor.

The extent of the crystal frequency decrease is enhanced as the bulk
concentration of oligonucleotide analyte increases, Fig.16.

The concentration dependent respose of the biosensor is based on the
equilibrium constant of formation the complex of Probe-Analyte on the
electrode surface, equation 10. The amount of the recognition location in the
matrices probes is fixed while the concentration of the analyte changes. Since
association equilibrium constant, ka, and probe concentration is constant, the
creation of the Probe-Analyte complex is proportional to the analyte
concentration according equation 11.



Fig. 16. Time-dependent frequency changes of a functionalized Au–quartz
crystal by oligonucleotide probe upon addition of: (a) buffer solution;(b-e)
increase the oligonucleotide complementary analyte respectively; (f) high

concentration of non-complementary oligonucleotide, [14].

5 Epilogue

This chapter described a few methods and techniques for biosensing based
on electrical signal. There are viruses of techniques and methods of
electrical biosensing that are not described in this chapter while discussed,
classified and presented in figure 1 and table 1. In addition, the
miniaturization, nanostructure based biosensor, biosensors embedded on
biochips (Lab on chip-LOC) and microfluidic related to sensor bio implant
are not discussed. Furthermore, Biosensing based on optoelectronic and bio
photonic such as Surface Plasmon Resonance (SPR) should be discussed. All
these topics should be covered in the other chapter.
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Abstract. The paper presents the theoretical foundations for calculating the primary measuring
transducer of the optical type, operating as an optical locator – the design model of the optical type
transducer and analytical calculation. The results of a study of a photoelectric measuring device and a
signal propagation medium control system based on it are shown. An increase in the reliability of control
when using measuring transducers based on optical signals can be achieved by increasing the signal
power or the length of the pulse sequence. This increases energy consumption and decreases control
performance. Therefore, the development of methodological, structural, algorithmic and hardware
means to increase the reliability and speed of the measuring channels of photoelectric converters in
order to increase the efficiency of control systems is an urgent task. It is solved by using digital methods
for processing optical information signals, for example, by coding signals and minimizing the code length.
This increases the reliability of monitoring the parameters of objects and the environment, as well as the
speed of information processing based on them. A converter has been developed and investigated for
receiving and processing primary information from sensors for monitoring systems of object parameters
and environmental monitoring. The analysis of modular structures of photoelectric measuring
transducers for utilization in monitoring systems of objects and signal propagation medium is carried out.

Keywords: Photoelectric Primary Measuring Transducer, Optical Signal Propagation Channel,
Measuring Channel, Signal Coding, Reliability of Control, Information Measurement System.

Introduction

There were different analyses of automation systems for monitoring the
parameters of objects, the environment and information support, as well as
external optical and electromagnetic interference that impede the operation of
primary measuring transducers. These analyses showed that the amount of
necessary primary information is determined by the technical tasks of
monitoring: the presence of objects and their position, geometric and



dimensional parameters, speed, temperature, environmental pollution. Their
implementation is carried out using specialized primary converters based on
various physical operation principles. This determines their large number
and variety [1,2].

The utilization of analog informational signals in measuring transducers
is hampered by the presence of predominantly continuous disturbing
influences. Using single pulses, the energy of the transmitted signals is
equivalent, and in some cases significantly less than the energy
characteristics of the medium of their propagation. When such devices
operate under interference, the probability of receiving false information or
missing a useful signal is significantly increased. The appearance of these
control errors is related to the low noise immunity of the measuring
transducers and, as a consequence, the low reliability of the received
primary information [3].

On the other hand, the automation of measurements of fast-flowing
processes determines increased requirements for the speed of the information
system. It is known that the efficiency of the control system is defined by the
speed and quality indicators of the used primary converters.

However, the existing optical (photoelectric) converters of analog and
pulse type are largely subject to the influence of external optical and
electromagnetic interference, leading to a modification of the information
signal. It has been found that the signal-to-noise ratio is increased by
synchronous accumulation of a "package" of pulses, which enlarges the
reliability of the measurement information. At the same time, a large number
of information pulses in this "package" (several hundred) significantly
reduces the speed of the information system.

Thus, increasing the speed and reliability of the primary means of
monitoring the technological parameters of objects is an important task.

1 Theoretical basis of the calculation of the primary
measuring transducer of optical type, operating as
optical locator

1.1 The mathematical model of the primary measuring
transducer of optical type
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Theoretically considered primary measuring transducer (PMT) of optical
type is generally based on establishing the connection between the input
variable xin and the light emission power distribution P(x) at a specific
propagation medium [3,4].

The length of the optical signal propagation channel Lc is much more than
the light wavelength, so it is accurate enough for practical use in the method
of calculating the light distribution of these communication channels and may
be obtained by using the laws of geometric optics. However, using an optical
signal in the near infrared wavelength range and analytical relationships for
visible light when calculating the static characteristics of the PMT as the
optical type primary measuring transducers information is incorrect.

According to the general theory of optical transducers [5,6] for the
mathematical description the concept of the generalized forces F and speeds
υ is used. In theory, the selection of F and υ may be arbitrary, but is
practically determined by available functions. In this case, it is advisable to
move from concept of the light flux to the radiation power – P(x). Then,
basing on the well-known expression

P = U· I = I2 ·R,

where P - power, W; U - voltage, V; I - current intensity, A, R -
resistance, Ohm.

It is convenient to choose the current I as the generalized force, and the
generalized speed is the power P.

By analogy with the expression of geometrical optics, the binding force
of the light flux J to propagating Ф within an angle Ω is

Ф = J · Ω

Generalized set of parameters will be interpreted as follows:
I2 ~ J – generalized force of the light flux (intensity);
P ~ Ф – generalized radiation power;
R ~ Ω – optical resistance, Ω = 1/S, where S – the area bounded angle Ω.
Calculation of the distribution of radiation power in the optical signal

propagation channel (OSPC) with a focused radiation source is a very
complicated problem, because P(x) depends on the channel length (Lc), the
solid angle of radiation (Ω), the reflection coefficient (Kref) from the source
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parameter, its installation space and other parameters. PMT design scheme
with a concentrated light source is shown in Fig. 1.

Fig. 1. Diagram of the PMT of optical type with a concentrated light source.
The following designations are taken: LS – light source (emitter), PD –

photodetector, CО – controlled object, Kref – the reflection coefficient of the
object surface, γ - beam exit angle, D – the diameter of the lens aperture, Lc,
Lb – the length of the channel and the beam, respectively, X0, X – distance

from the emitter to the lens and object, respectively.

For the PMT of optical type it is convenient to consider separately the
power of the direct reflected radiation Pd(x) and reflected at an angle to the
lateral surface of the control object Pa(x), which are components of the total
power P(x) that goes to photo detector (PD)

Based on the mathematical model of the optical type PMT and the above
arguments, the distribution of the radiation power in the OSPC is given by
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(8)

(7)

Where Kx – natural losses in the OSPC, X – optical channel length, m.
Somewhat more complicated stays the problem of determining the power

of the reflected angle of the light flux Pref(x).
The radiation source is a point, placed on the axis and giving a light

beam with a small aperture – in the range of the angle γ (see Fig. 1).
When reflected, the beam is partially absorbed or passes into the

indicated object. Any object has a value of reflectance determined by
reflection coefficient Kref. Moreover, the reflection coefficient is a function of
angle incidence. Practically, the change of Kref is determined by the increase
of the angle of reflection (incidence), because of which the beam path length
is increased, and this leads to a partial loss of radiated power.

The length of the beam path, which was released at an angle γ to the axis,
is equal to:

Then the change in the reflection coefficient is given by:

where ρcalc - the estimated reflectance.
Then, a sufficiently accurate formula for practical calculation

determining the power of the reflected angle γ light emission can be obtained
from the expression (4) with considering (6).
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Then, in the PMT, realizing optical location, the total power of radiation
incident on the PD is equal to:

Obviously, the main power of the radiation reflected from the object
surface is focused on the optical axis of the system.

According to the calculation scheme the angle γ is determined from the
expression:

where D - diameter of the lens, m; X0 - installation position of the lens
relative to the radiation source, m.

For the case of optical location the variable X, which characterizes the
length of the path of the beam incident on the displayed surface and reflected
from it, is set equal to 2L.

1.2 Analytical calculation of the primary measuring
transducer of optical type

The proposed interpretation of the mathematical model of the optical type
PMT allows to make the calculation of power distribution radiation P(x) at
the photo detector at different values of the reflection coefficients Kref and
channel length, as well as to determine the optimum length of the channel in
which the reflected optical signal is surely fixed at the receiver of the
converter. During the simulation of the PMT by varying generalized methods
and variable elements the new technical solutions according to the
requirements were searched.

Thus, the expression (9) is converted to the form
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It is the main expression (11) in the development of the method for
calculating the converter and can be considered static characteristic equation
of the optical type PMT. Static characteristic defines the basic parameters
and the converter operation.

Due to the complexity of the integral expressions (11) describing the
mathematical model of the optical type PMT, it is expedient to solve it by a
numerical method on a computer. Thus, an important issue is to determine the
actual values of the reflection coefficients for the materials of different type
and thermal condition. A comparison of the obtained coefficients with the
calculated ones will test the adequacy of the proposed model.

Fig. 1.2 shows the dependence of the relative value of the total power
P(x)/Po at the photo detector on the total length of the optical channel X
(where Po - radiation power value at x = xo).

Fig. 2. Static characteristics PMT of the photoelectric type depending on the
reflection factor (straight line – received coefficients, dashed line –

calculated ones).



Fig. 1.3 shows a diagram of the change in the signal power at the photo
detector P(x)/Po depending on the reflection angle γ, which determines the
calculated reflection coefficient ρcalc.

Fig. 3. Power distribution of the reflected signal depending on the viewing
angle and Kref

Calculations were carried out on a computer numerical. Data for
calculation are taken from the real optical PMT (photoelectric) with the
following parameters: Kx = 0.08, Xo = 0.005 m, D = 0.005 m, Kref =
0.01...0.5.

According to the analytical calculation, the following conclusions were
obtained:
1. Based on the above studies of the processes of transmission and

reception of optical signals calculated dependences were obtained which
describe the variation of the radiation power on the length of optical
channel and magnitude of the external attenuating factors.

2. These results allow us to determine the optimum length of the optical
channel (in general or for a particular type of object material) for
maximum reliability of the control.

3. Theoretical studies have shown that the diagram of the reflected signals
has a narrow focus, for the PMT it must be installed exactly
perpendicular to the controlled object, that will give an opportunity to get



maximum possible power of the reflected and attenuated optical signal on
the photodetector.

4. Decreasing the angle of view of a photoelectric transducer to a value
greater than five degrees is energetically favorable, since the power of
the reflected signals is drastically reduced, due to the specificity of
mixed reflection (the main energy is distributed according to the laws of
directed reflection, and the rest - the diffusely scattered).

5. Due to the operation of photoelectric transducer as an optical locator the
problem of studying the attenuating effect of the optical signal
propagation channel, in particular the reflectivity of displayed objects
Kref is urgent. This value has the greatest effect on the reflected optical
signal, more than 10 times of weakening its energy.

6. The main optical signal power loss is due to low reflectivity of the
displayed object. Thus, the main way to increase the channel length is to
increase the sensitivity of the photo detector.
As a result, it became necessary to experimentally the reflection

coefficients of some materials in order to determine the actual value of
attenuation of the signal energy information, and correcting the optimum
length of the channel.

2 Experimental studies of the photoelectric transducer
and the system based on it

2.1 The purpose and methodology of the experiment

A photoelectric transducer (sensor), as a primary element of an
informationmeasuring system, can be installed at any test object, where the
reflectivity of the material varies within wide limits, for example, due to the
effect of temperature. Consequently, a necessary requirement for the normal
functioning of the control system is the knowledge of the value of the
reflection coefficient of the optical signal, both depending on the temperature
of the material and its type. The reflectivity is also influenced by the quality
of machining of the controlled object and the angle of the optical-type PMT
relative to this object [3,7,8].

The tests of the digital photoelectric transducer prototype to control the
presence and position of the object in the control zone were carried out in



order to check its operability, to assess the speed and accuracy indicators in
the formation of primary measurement information for the information-
measuring system.

The methodology of the experiment is as follows.

1. Determining the optimal distance from the PMT to the object, wherein the
reflected signal is received surely – determining the channel length.

2. Measurement of the maximum deviation angle of the optical sensor from
90 degrees, wherein the further signal is fixed – determining the angular
error control.

3. Knowing the distance from the sensor to the object (see pos. 1) and a
maximum beam deflection angle (see pos. 2) the magnitude of the
reflected beam reliable reception zone is determined – determining a
linear error control.

2.2 Results of experimental studies

Experimental studies of the photoelectric transducer and the system based on
it led to the following conclusions.
1. The angular deviation of the line of sight transducer, wherein the

reflected signal was recorded still does not exceed 3 degrees.
2. Linear control error does not exceed 2.5% of the total length of the

channel.
3. Attenuation of the reflected beam increases by an average of 7% per

meter of the channel during the propagation of an optical signal in real
conditions of OPC in comparison with the calculated values.

4. With a decrease the reflection coefficient Kref, the power of the reflected
signal significantly decreases and acquires a narrow directivity, which
makes the requirements for the orientation of the transducer at an angle of
90 degrees to the controlled object more stringent.

5. The transducer is capable of reliably operating at a distance of at least
0.1 m from the monitored object. The maximum distance to the monitored
object is determined by its reflectivity and the intensity of optical
interference in the location area (1.1m according to the test).

6. The reflection coefficient of the object Kref, at which its optical location
is possible, is not less than 0.01.



7. The speed (response time) of the converter is tr≤1 ms.
8. The use of special modular means of obtaining primary information on

the basis of photoelectric measuring converters with digital filtering
reduces the time for information processing by more than 2 times.

9. The signal-to-noise ratio due to the introduction of additional measures to
increase the noise immunity and the organization of a discrete measuring
channel was 16.7 (with a theoretical value of 18), which determines a
greater degree of attenuation of the optical signal in comparison with the
calculated one.

According to Fig. 2, the theoretical dependences reflect the experimental
data quite well (shown by the dotted line), which indicates a good
convergence of the experimental and analytical data. It is obvious that under
the control of objects with reflectance Kref≥0.5 experimental curve will tend
to the theoretical one.

The studies carried out prove that the developed photoelectric digital
measuring transducer can be used in information systems for monitoring the
parameters of objects of animate and inanimate nature, to monitor their
presence and composition in any conditions, for example, the action of high
temperatures, intense optical and electromagnetic interference of various
nature.

The tests of the converter confirmed the reliable reception of reflected
signals at a distance of the control object from the photo detector up to 1.1 m,
the absence of gaps in the controlled objects and the reliable transmission of
primary information about the presence of the object to the registration unit
(simulator of the information system). A significant decrease in the length of
the optical channel is due to the strong weakening effect of the object surface.

As a result, it was found that when an object appeared in the control
zone, the photo detector was triggered only when the reflected beam was
deflected by an angle of no more than 1.5 degrees, which corresponded to a
linear control error of less than 2% for the specified length of the optical
channel.

3 Investigation of noise immunity of a photoelectric
converter
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It is known that the most appropriate way for monitoring parameters of
objects is photoelectric which provides desired noise immunity, reliability
and control accuracy. This method is realized in the photoelectric
transducers. Control objects based on the detected binary optical signal, and
the formation of the control signals are carried out by the controlled object
itself – both when working on clearance and optical location [8,9].

However, existing photoelectric converters of analog and pulse type
when operating in various conditions are largely exposed to optical
interference and electromagnetic perturbations, leading to the distortion of
the information signal.

The use of analog information signals in the transducers is hampered by
the presence of predominantly continuous disturbances, due to the specificity
of the existing equipment. In the single pulse transmitted signals energy is
equivalent and in some cases much less than the energy of the medium of
their propagation. When such devices operate in extreme conditions the
probability of errors of the I-st and II-nd kind – a false alarm Pfa and missing
signal Pms is significantly increased.

where ξ - active interference; XL - limit signal level.
When low-power infrared LEDs are used as emitters, the reception

should be carried out with the accumulation, when one low-power signal
should be repeated several times, and the results obtained at the receiver,
must be summed up in a certain way. Such method can significantly raise the
signal-to-noise ratio. Since the deterministic signal is summed arithmetically,
its amplitude increases n times (n – is the number of pulses in the signal, it
can be a few hundreds), and the energy – increases n2 times. In this case, the
fluctuating interference is added in terms of power. Thus, when the control
objects in the optical location mode are based on the synchronous
accumulation of "package" of pulses the signal-to-noise ratio increases
significantly (by more than 10 times of magnitude), which improves the
accuracy of the measurement information:
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where hf(t) - filter response to signal; Tp - pulse time; trec - time of the
reception.

However, a large number of data pulses in a "package" (several hundred)
significantly reduces the speed of the control system. Thus, there is a need to
develop an optimal structure of the information optical signal that satisfies
the certain energy requirements, conditions of speed and noise immunity.

The results of the study of industrial and other interference made it
possible to formulate the energy and frequency requirements for the
information optical signals. At the same time information coding can
significantly increase the noise immunity of the primary transducer.

Noiseproof photoelectric converters (transmitters) typically operate with
an active process control and special emitters, which creates an optical
signal with properties significantly different from those of optical
interference.

The analysis made it possible to identify the main trends in the
development of transducers, as well as to offer new approaches to increase
the credibility and reliability of the primary information.

The methods of receiving single signals and the pulse sequence, that
increase the noise immunity of the transmitter were researched and
summarized. To receive the random sequence of discrete transmitter signals
(to solve the problem of detection) different receivers can be used, while the
number of signal reception techniques is so large that a special
systematization was required to study them. The main task of considering
reception techniques is to determine the performance of the receiver, which
display the dependence of the error detection probability on the energy
relations in the communication channel, and other parameters that affect this
probability:

α= F(Per)

h0
2 = f(α)

where h0
2 = E/N0 – the signal-to-noise ratio energy, E – signals energy,

N0 – twosided interference spectral density; α – the argument of the integral



probability Ф(α).

A method is proposed for the probabilistic assessment of the reliability
of receiving code-pulse optical signals, based on a joint analysis of the
operating characteristics of the receiver and the energy parameters of the
transmitted signals.

According to the proposed method, the desired probability of receiving
the codepulse signal is set – Per. The argument of the probability integral
Ф(α) is determined from the dependence α = f(Per) (see Fig. 4).

Fig. 4. Dependences of the argument of the probability integral on the
reception error α=F(Per).

From the set value α, according to the dependence h0
2 = f(α) (see Fig. 5)

the minimum value of the signal-to-noise ratio energy h0
2 is determined.
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Fig. 5. Value of the signal-to-noise energy ratio depeding on the obtained
argument α of the probability integral h02 = f (α).

On the other hand, an analytical method is proposed for determining the
optimal weight w of the code sequence by the energy indicators of the
operating interference and transmitted signals [9]. The ratio of the signal
output power to its power at the receiver input is determined by the 2nd
degree of the impulse response of the sequence.

The greater the weight codeword w, the greater the ratio Pm.out / Pm.in and
hence the signal-to-noise ratio.

It is obvious that w2≈h0
2. For signals with a passive pause, the value h0

characterizes the minimum energy consumption for transmitting a unit of
information with a predetermined error probability Per. And value w, in turn,
determines the minimum weight value of pulse code sequence the energy
indicators of which are equivalent to h0.

Then, the accuracy of the correct reception of the code sequence is
determined by its weight w (quantity of single pulses) for a given error
probability (see Fig. 6).

Fig. 6. Receiver performance Per = f (w2) for passive paused signals.
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An increase in the codeword weight improves the output signal energy by
a factor of w2, fluctuating interference is added in power, which leads to an
increase in signal-to-noise ratio only by a factor of w. It should be noted that
the atomicity of code b (its total length) does not directly affect the noise
immunity of the code, but only determines the sampling step for any coding
method:

max[e] < 2-b-1 = T/2,

where e – error; T - sampling step.
It is analytically proved that the optimal value of the weight codeword is

w≥5.
The developed method makes it possible to determine the optimal weight

w of the code sequence for a given value of the probability of an error,
without referring to the energy calculations of the acting interference and
transmitted signals.

Consider an example for devices with one transmitter and one receiver.
In this case element doubling code is the most effective and maximally
resistant to interference. It is characterized by the introduction of additional
symbols for each symbol of the combination of information part, with the one
is complemented by zero and zero – by one. Then the initial combination
11111 is converted into a kind of 1010101010. The code allows you to detect
all errors, except when there are two errors in the paired elements
(combination of type 00 or 11) – a binary error. The noise immunity of the
code is high due to increased redundancy and the use of a stable structure of
the source code, where there is no interleaving of elements. In turn, this
allows you to simplify the encoding and decoding process in the information
processing system.

Methods of digital filtering of the optical signal in such photoelectric
transducers have also been investigated. When using digital filters, a high
accuracy of information conversion is achieved, and the speed of the control
system is increased. Based on the structure of the proposed code-pulse
information signal х(nТ), a non-recursive digital filter is developed, the
equation of which is
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where bi – filter coefficient matrix; bk = x(nT) = {0,1,0,1,0,1,0.1,0,1}; k –
code length.

At the information level, the problem of detecting the object of control is
solved using the theory of statistical decisions (statistical hypothesis testing
method H) [9]. The receiving device based on the received realization of y(t)
determines which of the signals it contains (S1 or S2), and hence which
element of the digital sequence was transmitted (X1 or X2) – a two-alternative
solution. For a channel with constant parameters and additive noise n(t)
according to the implementation y(t)=Si(t)+n(t), where 0<t<τ0 the statistical
hypotheses Hi are checked.

H1: X1 = 1 – "yes",

H2: X2 = 0 – "no".

Because of the presence of interference Si(t) can take either the value of
the signal S1(t) with a probability p(S1), or the value of S2(t) with a
probability p(S2). The probability of errors when receiving exactly known
binary signals:

where Ф(χ) – the correlation integral,

χ – cross-correlation coefficient between the signals S1(t) and S2(t); ξ –
acting hindrance.

The choice of a hypothesis is carried out on the basis of the value Δ,
which characterizes the likelihood of a particular hypothesis – the likelihood
ratio:
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Expression Δ fundamentally solves the problem of optimal discrimination
between two signals according to the criterion of the minimum probability of
an error, since in this expression all known and unknown quantities are
functionally connected. Therefore, knowing Δ and acting in accordance with
the Bayesian rule, one can decide which of the two possible signals (S1 or
S2) was transmitted, and therefore, which of the message elements x1 or x2
must be reproduced at the channel output: Δ>1 – the signal S1(t) is received;
∆<1 – signal S2(t) is received.

On the basis of this, the criterion of optimality of the converter structure
was adopted – high noise immunity, which ensures reliability and accuracy
of control in extreme conditions (criterion of minimum error).

The existing designs of photoelectric transducers, in spite of their
simplicity and reliability, do not fully satisfy the ever-increasing
requirements for the accuracy and reliability of the information obtained
about the object or signal propagation medium. The use of a discrete
information channel makes it possible to reduce hardware costs, as well as
reduce errors in signal conversion in the electronic path. Discretization of
messages allows you to get rid of random analog (low-frequency) noise,
some of the impulse ones that do not fall into the frequency bandwidth,
therefore, significantly reduce the total accumulated error during reception.

The structure of an optical signal receiver, optimal according to the
proposed criterion, has been developed.

As a result of an integrated approach in the development of the structure
of the measuring transducer, a mathematical model of a discrete photoelectric
converter with high noise immunity and speed was developed (see Fig. 7),
which reflects the essence of the processes of converting an information
signal during its passage in the electronic path of the converter [9,10].



Fig. 7. The mathematical model of discrete measurement channel. The
following devices are indicated: С - encoder, LS – light source (emitter),

OSPC - optical signal propagation channel, PD – photodetector, PC -
information signal processing circuit, S - solver, OD - output device, Pi -

operators for converting optical information signal in the measuring channel.

Such a model of a discrete information channel reflects the structure of an
optimal photoelectric measuring transducer with digital filtering of a pulse-
code optical signal. Timing diagrams shown in Fig. 8, explain the operation
algorithm of the pulse code receiver.



Fig. 8. Timing diagrams explaining the algorithm of the receiver of pulse
code signals. Fig. 8 denotes: Ux(nT) – code sequence {x}; ζ – the current
interference among the optical signal; UE(nT) – voltage at the input of the

PD; Vout(nT) – voltage at the output of the PD, H(nT) – the impulse response
of the filter, O(nT) –message generation for the output device (display), UL –

threshold signal, TO - discreteness period.

The use of digital filtering in the photoelectric devices requires a
fundamentally new structural and algorithmic information processing
techniques and methods of evaluation of reliability of the control.
Acquisition of new approaches for the detection and location of the optical
signal, as well as optimization of existing photoelectric converters has
identified a new trend in optical location – the transition to digital
information processing. This increases the accuracy of the operation and
structure of the transducer is optimized, the inverter provides interaction with
the informationmeasuring system, which will allow to realize more accurate
signal processing algorithm and increase the speed of the control system, and
make it possible to interact promptly with the technological process.



Digital photoelectric PMT has been developed and experimentally
investigated as a part of an information measurement system (IMS) for
monitoring environmental parameters.

Experimental studies have confirmed the adequacy of the converter
analyzes to the real processes occurring in photoelectric PMT and
compliance with the actual expected results. The technical effect was
manifested in increasing the reliability of monitoring objects while
increasing the speed. This allows you to increase the productivity and
efficiency of IMS in general.

As a result, the conducted studies made it possible to obtain scientifically
substantiated theoretical and experimental results, which, when applied
together, significantly increase the quality of the functioning of the
information-measuring system (IMS) due to a significant increase in
performance and reliability of control. At the same time, the introduction of
such photoelectric measuring transducers in various industries will reduce
the cost of developing a wide range of specialized devices for monitoring
and measuring individual parameters, increase the quality and reliability of
measurement information, and simplify the construction of object control
systems and parameter control.

4 Development of modular structures for photoelectric
measuring transducers

When designing photoelectric measuring transducers as a means of primary
control of object parameters, attention should be paid to the tasks performed
by a specific converter, the possibility of integrating it into a local
information control system, as well as the possibility of combining control
functions. Photoelectric primary measuring transducers (PPMT) must be easy
to operate, reliable, have a unified set of blocks (repairable) [10].

The considered PPMT structures can be used in measuring systems to
control, for example, displacements, speed, temperature, as well as air,
liquid or solid pollution due to the photocell's response to a change in the
light flux (direct or reflected) [11, 12,13].

The assessment of the composition of the air environment is carried out
by transducers that work as an optical locator. It is used in medicine to
assess the efficiency of the respiratory process or to determine the pulse rate.
Such measurements are carried out by photometric measurement of the
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percentage of oxyhemoglobin in peripheral arterial blood, which is possible
due to the difference in the spectral characteristics of light absorption by
reduced hemoglobin and oxyhemoglobin. It is known that at a light
wavelength of 620 ... 680 µm the absorption coefficient for hemoglobin is
several times higher than for oxyhemoglobin [14,15].

Sensors for such measurements are made in the form of a clip and are put
on the earlobe in such a way that on one side there is an emitter, and on the
other side there is a photodetector. A change in the light flux on the
photodetector will indicate a change in the quality of the blood [16].

On the other hand, a change in the luminous flux can be caused by a
change in the degree of absorption of light due to a change in the thickness of
the tissue when it is filled with blood. Since the blood supply changes in time
with the contractions of the heart, the frequency of the change in the light flux
can be judged on the pulse rate. Pulse sensors are usually mounted on the
earlobe or on the nail phalanx of the fingers.

The commercially available photo-electro-colorimeter is used to
measure in separate sections of the wavelength range 315 ... 980 nm, emitted
by light filters, the transmittance T and optical density D of liquid solutions
and solids. Such device also serves to determine the concentration of
substances in solutions by constructing calibration graphs. The colorimeter is
used in water supply enterprises, in the metallurgical, chemical and food
industries, in agriculture, in medicine and other areas of the national
economy.

The principle of operation of such devices is based on the absorption of
light as it passes through a substance [17]. According to the Bouguer -
Lambert - Beer law, the intensity of the light flux Φ passing through a layer of
matter with a thickness d and the intensity of Φ0 incident on it are related by
the relation

I(l) = I0e-kλl

where I(l) is the intensity of light that has passed through a layer of the
substance with a thickness, I0 is the intensity of light at the entrance to the
substance, kλ is the absorption index for the wavelength λ.

The absorption index is determined by the properties of the substance and
in general case depends on the wavelength λ of the absorbed light. This
dependence is called the absorption spectrum of the substance.



The principle of measuring the transmittance consists of the fact that the
light fluxes of full Ф0 and Ф passed through the medium under investigation
are alternately directed to the photodetector and the ratio of these flows is
determined - an analogue of the differential type PPMT.

Let us make a brief description of a number of modular structures of
PPMT based on pulse-code modulation of an optical signal, proposed as a
means of primary control of parameters of objects with extreme external
conditions.

Fig. 9 shows the structure of a code combined PPMT (optical locator). In
Fig. 9 denotes: Ci – code generators; LS – light source (emitter); SРC –
signal propagation medium (channel); PD – photodetector; CS – comparison
scheme; RC – reference code generator; {i} – signal conversion; Y – output
signal. The principle of operation schemes is sufficiently simple and clear
from the following schemes: the generated code sequence is transmitted to
the photodetector, after which the received code sequence is restored in the
control circuit and is compared with the reference code value.

Fig. 9. Block diagram of the code combined PPMT.

Fig. 10 shows the structure of a code distributed PPMT. In Fig. 10
denotes: C – code generators; LS – light source (emitter); SРC – signal
propagation medium (channel); PD – photodetector; MCS – main control
scheme; Δt – sampler; DCS – digital comparison scheme; RC – reference
code generator; {i} – signal conversion; Y – output signal.

Code distributed PPMT is more preferable due to mechanical and
electrical isolation of the transmitter and receiver. However, such a
transducer is rather complicated to implement due to the difficulties of
synchronizing the transmission and reception signals.



Fig. 10. Block diagram of the code distributed PPMT.

The simplest example of a self-tuning PPMT can be seen in the standard
system of the remote control of home audio and video. The receiver
implements a simple digital filter with time and frequency selection of the
information optical signal, which gives a sufficiently high level of noise
immunity. In this case the receiver operating frequency depends on the
frequency of the transmitter and is configured by transmitted code.

This type of PPMT is possible to allocate in a particular way due to the
fact that it has a standard element base and provides the possibility of
revising the electrical circuit and adapting to specific conditions of use. In
this case, the electronic transmission path is not associated with the
electronic reception path.

Of particular interest is the compensation PPMT based on digital filtering
of the received code. Complete information on the principle of operation of
such information devices is available in the works [9,10].

Analyzing the circuit of the developed compensation converter, the block
diagram of which is shown in Fig. 11, we can conclude that it allows you to
determine the mismatch of the transmitted and received signal, as well as
restore the received code.

Fig. 11. Block diagram of the compensation PPMT.



In Fig. 11 denotes: C – code generators; LS – light source (emitter); SРC
– signal propagation channel; R – receiver; ADC – analog-to-digital
converter; Δt – sampler; t – time delay; DZF – dynamic zeroing digital filter;
DCS – digital comparison scheme; DRG – digital reference generator; {i} –
signal conversion; Y – output signal.

The proposed structure of the PPMT can be used in cases where it is
necessary to determine the magnitude of interference (mismatch) acting in the
signal propagation environment and affecting the transmitted code, when
making a logical conclusion about the correctness of the control – "yes" or
"no". The received code is compared by the comparator with the reference
subtraction path, and the difference is fed to the dynamic zeroing filter, where
this difference is subtracted from the received sequence. As a result of
zeroing, a restored sequence of signals is obtained, and the difference is a
reception error, which is used to determine the degree of "pollution" of the
environment.

A universal tracking type PPMT is proposed, the block diagram of which
is shown in Fig. 12. In Fig. 12 denotes: T – clock generator; C – code
generator; LS – light source (emitter); OSРC – optical signal propagation
medium (channel); PD – photodetector; CO – control object; DCS – digital
comparison scheme; CC – control circuit; Сo – counter; Reg - code storage
register; {i} – signal conversion; Y – output signal. It is designed to solve
complex problems of calculating the length of the controlled product, its
speed (with known dimensions) of movement, object detection, as well as
determining the number of products and is intended for adaptive control
systems.



Fig. 12. Block diagram of the universal tracking type PPMT.

Such a PPMT works equally reliably both with a set of pulses and with
code sequences, which is achieved due to the original circuit design. The
generated code is simultaneously fed to the transmitter and to the digital
comparator of the receiver, where these codes, being compared, show the
degree of signal distortion in the optical signal propagation channel (OSPC).
Depending on the amount of code distortion, a message about the result of the
control is issued. Digital filtering of the received code is carried out by time
selection of the code sequence and at the same time by controlling the
«weight» of the code combination.

As a result, the general classification of PPMT by the type of transmitted
signal is shown in Fig. 13.



Fig. 13. The general classification of PPMT by the type of transmitted signal.

Analog and discrete PPMT were studied in detail in [9,10] and do not
require additional consideration.

Conclusion

The most promising direction in the creation of PPMT as a means of primary
control is the design of control systems for objects using several control
channels, when one central transmitter sends control signals to several
spatially separated receivers. It is possible to transmit messages only over
one channel, then the problem of separating the transmission-reception
channels arises. There are three possible ways of dividing information
channels for PPMT with pulse code modulation of an optical signal.

Time division of control channels is implemented in the following way.
From one transmitter, commands or messages are sent alternately to each
receiver in a strict sequence and with a regulated transmission time. This
method is typical both for spatially distributed channels and for single-
channel reception and transmission of several messages. The only and
significant disadvantage of such channel separation is the low speed, which
prevents the build-up of channels, reduces the overall efficiency of the
information-measuring system with the PPMT.

The level separation of channels consists in varying the power of the
transmitted signal when transmitting signals to different receivers or when
transmitting different messages. This method is ineffective due to the



complexity, and sometimes the impossibility of changing the power of the
optical signal, for example, when the emitter operates in a pulsed mode.

Pulse number separation is most expedient in application. With this
method of dividing channels, each of them is encoded in a certain way, which
excludes the possibility of erroneous channel selection. Also, the
performance (processing speed) does not decrease with any number of
channels. This method is easy to implement in hardware and without
unnecessary design time.

In the proposed primary transducers of the photoelectric type, with a
slight modification of the sources and receivers of code-pulse optical
signals, the possibility of number-pulse (code) channel separation is
provided. This makes it possible to create a multichannel control system of
the object, provided that the measuring transducers are conveniently located
at the object of control.

As a result of a comprehensive analysis of all available types of discrete
PPMT with different kinds of optical information signals, their structural
organization, the specifics of their functioning and the tasks being solved,
three main groups of PPMT can be distinguished (see Fig. 13) that have a
specific field of application.
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Abstract. This section is devoted to development and design of implantable biotechnological
systems (ІBTS). Biotechnical levels, characteristics and requirements that modern IBTS must meet are
determined. The choice of standards and ranges for medical radiofrequency communication is justified,
which made it possible to determine implant modules for the basic set of medical radio frequency
telemetry. The design features of IBTS for orthopedics (for bone osteosynthesis) and dentistry
(intelligent dental implants) are formulated, the basic configurations of IBTS, implant modules and
software of IBTS are considered. An integrated classification of means of dental implantation is
proposed. It is shown that the level of biotechnicality and state of interfaces of biotechnological systems
are objective criteria for the quality of restoration of lost organs and human functional capabilities.

Keywords: osteosynthesis, implant, dental implantology, biotechnical system, biotelemetried module.

1 Introduction

Ensuring the rehabilitation and restoration of the functional capabilities of the
biological object is an important task aimed at improving the standard and
living conditions, the ability to fully perform their duties, adaptation to living
conditions in society. Despite the fact that the damage to the body can be both
external and internal, the materials used for rehabilitation are subject to a
number of conditions that they must meet.
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In the last years, there has been an active trend towards the development
of materials aimed at creating artificial tissues that replace damaged skin,
muscle tissue, blood vessels, nerve fibers, and bone tissue. Such materials
are called biomaterials. This work is successfully applied in the treatment of
pathology of the musculoskeletal system, which was facilitated by the
development of the industry of endoprosthetics of large joints. However, the
use of biomaterials has a wider application in various areas of human health.

Biomaterials that are used as implants, replace a portion of the bone or
as tempоrary fixators for a broken bone (plate bones, intramedullary rods):
biotolerant materials, bioinert materials, bioactive materials [1].

In modern traumatology, there are two fundamentally different
approaches to solving the problem of treating injuries and diseases: 1)
simple replacement of the damaged area of the bone with an implant, up to
the creation of a huge bioengineering structure, replaces the bone and
adjacent with it joints, or 2) creating conditions for the regeneration
(restoration) of the bone in the damaged area with an implant.

2 Osteosynthesis: types, requirements, application

To osteosynthesis is an operative connection of bone fragments in bone
fractures in order to create and obtain optimal positive conditions for the
fusion of fragments, the implementation of the process of bone regeneration.
Osteosynthesis, as a rule, is used in the treatment of fresh fractures or those
that have not healed after treatment with traditional methods (for example,
with a plaster cast) [2]. The purpose of osteosynthesis is the creation and
further provision of reliable mutual fixation of the matched fragments of the
damaged bone, provision of conditions for their further fusion and restoration
of the integrity and normal functioning of the bone.

The main prerequisite for osteosynthesis in the treatment of fractures is
sufficient reduction, reliable fixation of bone fragments.

Currently, such a distribution of the main types of osteosynthesis is
generally accepted:

1) submersible (intraosseous or intramedullary);
2) bone;
3) transosseous (compression-distraction).



Submersible (or internal) osteosynthesis is usually called the method of
joining bone fragments by their surgical treatment by fixing them using
various structures made of metal, plastic, ceramics, bone grafts, synthetic
materials, etc. Today, structures made of special materials and alloys
(stainless steel or titanium) are widely used for internal osteosynthesis. In
intramedullary osteosynthesis, the fixing structure is inserted into the
medullary cavity of the damaged bone. The osteosynthesis type of
osteosynthesis carries out mutual fixation of bone fragments by fixing the
fixing structure on the bone surface.

Internal osteosynthesis is divided into conventional and compression.
Using conventional osteosynthesis (static) with immobile fragments, they are
not compressed together at the fracture site. Within compression (or
dynamic) osteosynthesis, compression is carried out with a certain force of
the fixing structure (for this, screws, bolts, compression plates are used).
Sometimes special devices are used for this purpose called contractors. The
use of a static or dynamic type of osteosynthesis is determined by the nature
of the damage and the choice of treatment technology by a traumatologist.
Compression of broken bone fragments due to the influence of tonic muscle
contraction and axial load on the limb is called physiological compression.

Constructions of metal osteosynthesis are made of stainless materials and
alloys, the main requirement for which is bioinertness (the ability not to
cause harmful reactions (metalosis, necrosis, inflammation, etc.) when
interacting with tissues that are nearby). Poor quality metal, heterogeneous in
composition, with harmful impurities as a result of corrosion, reduces the
strength of the structure and is the cause of various complications
(inflammation, suppuration, resorption of bone tissue, necrosis, metalosis,
delayed consolidation, etc.). The main technical means of osteosynthesis are:
metal and polymer screws, pins, knitting needles, bone onlays, plates, wires,
staples, ceramic elements or fixators, which dissolve on their own.

One of the most widespread and accessible types of osteosynthesis in our
time is bone osteosynthesis, which does not require complex and expensive
surgical equipment and apparatus. Osteosynthesis is one of the methods used
for the treatment of nonunion fractures, pseudoarthrosis and long bone
defects. This type of osteosynthesis allows you to combine the period of
fusion of fragments of the damaged bone, the period of restoration of the
functions of the operated limb, is one of its significant advantages.



Exposed osteosynthesis, like any other type of fixation of damaged bone
fragments, also has some advantages and disadvantages. The main advantage
of this type of osteosynthesis continues to be its availability, low cost,
relative simplicity, the possibility of performing a traumatologist of not the
highest qualifications, and the absence of expensive X-ray television
equipment. However, there is frequent destruction of the extraal fixators,
thinning of the cortical substance of the bone in the place where the extraal
plate is installed. As a result of the latter reason, repeated bone fractures
often occur.

In our time, polymeric materials cannot effectively compete with metal
structures in their physical and mechanical properties. However, the rapid
pace of development of chemistry, the development of new polymeric
materials, the emergence of new highmolecular compounds with unexpected,
previously expected properties, the production of substances with wide
capabilities of various compounds and compounds are causing a new
impetus to the interest of scientists and engineers in the study implementation
of these promising materials in medical practice. A large number of
polymeric materials are characterized by good chemical resistance in
various aggressive environments. These materials do not cause biological
rejection, metabolic disorders, metabolism, retain their physical and
mechanical properties for a fairly long time[3,4].

3 Simulation of load on bones.

The bone model was fixed in the clamps of the proximal end, the weight
suspension was attached to the distal end of the bone, after which two dial
indicators were installed. The indicators were fixed in two mutually
perpendicular planes at the distal end of the model, then it was loaded with
weights from 1 to 4 kg (10-40 N). The loading in all cases was carried out at
equal distances from the place of pinching of the bone model. The
measurement of the deflection was carried out in 4 mutually perpendicular
planes (dorsoventral, ventro-dorsal, lateromedial, mediolateral). Parallel to
this, deformations were observed in the horizontal plane, the magnitude of
which was only a small fraction (hundredths of a percent) of the deflection in
the vertical plane. The load was carried out to the limit when residual
deformations can occur, at which Hooke's law no longer holds.



Researches have shown that deflection occurs in both planes: vertical
and horizontal. From this it follows that the fold will not be flat, but oblique.
This phenomenon is explained by the shape of the bone itself, as well as by a
change in its section along its length.

To determine the stress-strain state of the femur during oblique bending, a
study was carried out on wooden models that meet all the geometric
parameters of a natural bone. In fig. 1 is a photograph of a wood femur
model.

Fig. 1. Life-size wooden model.

Primarily, the study focused on bending bone models. As a result, it was
found that deformations occur not only in one plane, but simultaneously in
two, that is, the phenomenon of oblique bending is observed - one of the
types of complex loads [5].

Table 1. Average data of the dependence of the deflections of bone models in
the dorsoventral plane under bending load.

4 Application of biotechnical systems in osteosynthesis.



A biotechnical system (BTS) (Fig. 2) consists of several autonomous
modules, a multifunctional database, a microcomputer, software and
hardware-software interfaces, means of recording, storing and displaying
data.

The difference between the developed BТS is the presence of an
implanted biotelemetric module in its structure (Fig. 3). The implanted
module, structurally made in the form of a separate functionally completed
structure with an autonomous power source, is fixed directly on the metal
plate of the retainer using a mechanical (screw) connection or glue.

Fig. 2. Block diagram of a biotechnical system for monitoring object
parameters.



Fig. 3. Block diagram of the implanted biotelemetried module (IBM).

The functioning of the implanted module has some characteristic features.
The main one is its functioning in the near inductive radiation zone under
specific conditions of an internally organized environment. It defines the
basic requirements for the methods of transferring information and the
implanted structure. First of all, this concerns the choice of the radio range,
since the use of the low-frequency range of radio waves has significant
difficulties for the technical implementation of the equipment.

However, this range also has a limiting factor for its increase, due to the
fact that radiation with a frequency of more than 100 MHz negatively affects
the human body.

The developed implanted biotelemetried module meets the basic
requirements and criteria for devices of this class [6] and has corresponding
characteristics:

- frequency range, MHz – 87,5-98,5;
- power consumption, mW– 2;
- weight, g – 14;
- dimensions, length, width, height, cm– 3,2*1,8*0,8;
- compatibility of radio signal parameters with a biological organism –

ensured;
- compatibility of the material of the IBM case with the biological

tissue of the body - ensured;
- remote control of IBM operation – yes;
- signal compatibility with the communication channel - ensured.



The choice of microcontroller 1 was carried out by comparing the
parameters and characteristics of microcontrollers from 5 companies: Atmel,
Silicon Labs, Microchip and Texas Instruments, Analog Devaices. As a
result, the PIC12F683 microcontroller from Microchip was selected with the
following characteristics:

1) type – PIC12F683;
2) company manufacturer– Microchip;
3) current consumption in active mode (IA, μA) – 100@2V, 1 MHz;
4) quiescent current consumption(Is, μA) – 0,001@2V;
5) minimum supply voltage(Umin, V) – 2;
6) speed, MIPS, MHz – 0,25;
7) ADC (bit, width / number) – 10/4;
8) case type (name / number of pins) – SOIC/8.
The main elements of the BTS for extramedullary osteosynthesis, in

addition to the implantable biotelemetric module (IBM) (Fig. 2), are: the unit
for the input of physiological data for the patient (UIPD); data exchange unit
(DEU); software and hardwaresoftware interfaces (SI) and (HSI); software
module package SolidWorks; databases: meaningful models; mechanical
properties of bones; biocompatibility of materials and bones; database on the
parameters of plate-fixing materials, modulus of normal elasticity, Poisson's
ratio, permissible stress; knowledge base of protocols of surgical
interventions; block for predicting the development of osteosynthesis; block
for making decisions on mounting and dismounting of the retainer plate;
microcontroller 2, monitor, printer. The BTS also includes a communication
modem via the Internet and an archive (actually a database) of tomographic
and radiographic images. Database management is carried out through the
MSKL DBMS.

The developed biotechnical system functions within the limits
determined, first of all, by the subject area and target function, limitations,
the main of which are:

- the system should give only insignificant minimum inaccuracies of
research results; - the system must maintain the integrity of the obtained
experimental data under the influence of negative external influences and
internal failures;

- the system must meet the price / quality criterion;



- the system should be able to quickly change the overall configuration of
the system, including changes in the structure and function of its hardware;

- the system should provide personalized access with personal
identification control;

- the system should be able to expand or change the structure and content
of databases in accordance with new tasks.

The functionally developed BTS are consists of 2 modules: hardware
and software, the first of which is made according to the classical
configuration and includes a block for input of patient physiological data, an
implanted biotelemetric module, a data exchange block, a hardware-software
interface and a microcontroller hardware. The structural and functional
organization of the BTS software module is shown in Fig. 4 and includes an
intelligent interface, the central core of the system, databases and data stores.



Fig. 4. Generalized diagram of the BTS software module.

In BTS are provided constant or periodic monitoring of the temperature
of the plates and its location relative to the bone being treated. Such control
allows timely detection of inflammation, bone displacement, etc. and take
adequate measures to eliminate and prevent them. The received telemetry
data is sent to the microcontroller unit for processing in order to form a
prediction of the development of bone osteosynthesis, check it for adequacy
and reliability



5 Dental implantology and biotechnical system in
implantology

5.1 Types of dental implants

Types of dental implantation: by the time of installation of the implant from
the moment the tooth or its root is removed, they are distinguished: 1 - direct
(immediate) implantation, in which dental implantation is carried out
simultaneously with the operation to remove the tooth, that is, the implant is
inserted into the tooth socket immediately after its removal; 2 - delayed
implantation, in which dental implants are tightly installed in the created bed
of intact bone tissue when the holes of the previously extracted teeth are no
longer traced on the x-ray of the jaw, that is, the teeth or their roots were
removed about a year ago[7].

On the basis of communication of a dental implant (its part) with the oral
cavity: 1 -one-stage implantation, in which the dental implant is installed in
one stage; 2 - twostage implantation, in which at the first stage the body of
the implant is installed and its "engraftment" occurs in the submucosal-
periosteal area of the alveolar arch of the jaw, because after the introduction
of the root part of the implant into the bone tissue of the jaw, the soft tissues
are sutured over it. By the second stage, after “engraftment” of the implant
body (about 3-6 months), its head is installed (external alveolar part of the
DI)[7].

The indications for choosing the type of implantation, shape, and size of
the implant are the topography of the dentition defect, the thickness and height
of the existing bone tissue at the implantation site, topographic and
anatomical features of the jaw structure, and many others.

5.2 Assessment of the condition of intraosseous implants

At the present stage of development of dental implantology, the main common
methods for assessing the state of intraosseous implants next to the clinical
one are X-ray, torque testing using a torque wrench when installing implants,
gnatodynamometry, frequencyresonance stability analysis implants. Recently,
a new trend has emerged in implantology - direct loading of implants with a
temporary prosthesis immediately after the placement of the implants. At the
same time, the requirements for identifying the degree of implant stability are



increasing, which became the basis for the development of a new method for
determining the stability of implants - resonance frequency analysis (RFA)
[8].

Equally important is the assessment of the stability of the implants - when
carrying out a two-stage implantation after the development of full
osseointegration, which is the fundamental condition for the long-term
success of prosthetics with an emphasis on dental implants. The process of
osseointegration depends on a significant number of external and internal
factors: the structure and structure of the jaw bone tissue; the volume of bone
tissue at the implantation site; characteristics of tools for forming a site for an
implant; surgical technique; the term of the functional load of the implants;
material and features of the implant surface; properties and methods of using
osteopathic materials; osteoreparative potential of the patient's body..

In implantology, there are several possibilities for indirectly assessing
the degree of osseointegration and stability of implants: clinical (manual
control, implant stability); X-ray (including determination of bone density
around the implant); echoosteometry; periotestometry; gnatodynamometric,
orc-test using a torque wrench; resonance frequency analysis.

5.3 Biotelemetric complex for the study of physiological
processes

The development and improvement of implantable medical devices (IMD),
including dental implants (DI), is currently one of the priority directions in
the development of medical technology. The main attention is paid to
expanding the functionality of DIs, reducing their weight and size
characteristics, increasing reliability, increasing the time of continuous
autonomous operation and ensuring biocompatibility [9]. It was these
components that ensured the rapid development of dental implantation, which
allowed it to occupy a prominent place in the system of complex
rehabilitation of patients with dental defects.

The creation of a class of intelligent implants is aimed, firstly, for solving
the problems of monitoring the stability of implants, predicting their life
cycle and preventing the occurrence of unwanted complications and
inflammatory processes, and, secondly, for solving problems in the field of
analysis and synthesis of the interaction of biological and technical elements.



as a unified biotechnical system, including for pairing biosensors and sensors
with dental implants.

This provides for the organization of microcontroller systems (MCS),
focused on solving problems of transformation and primary processing of
biosignals; study of the principles of constructing computational functional
information converters for biotechnical systems (BTS) methods of synthesis
of neural network converters of biosignals with a learning structure;
development of the ability and skills to develop adapters -converters and
separate autonomous microcontroller modules for communicating sensors
with digital diagnostic systems.

The implanted biotelemetric complex is designed to study physiological
processes occurring in internal organs, in which the parameters of these
processes are measured by radiotelemetry. The complex consists of an
implanted radio transmitter, a radio receiver, the information from which is
fed to a computer, and software necessary for visualization and further
processing of the obtained biophysical data[8].

In the general case, the biotechnical system for monitoring the status of
physiological parameters includes two key components [9]:

- аn implantable telemetried module operating inside the object directly
measures physiological parameters and transfers the results using a digital
radio channel;

- а distributed system for collecting and processing experimental data,
wich are provide collection of information from several geographically
distributed laboratories, storage of results in a unified format, providing
researchers with remote access to the accumulated data.

The structural diagram of the system for monitoring the state of
physiological indicators is shown in Fig. 5 [9].



Fig. 5. Block diagram of the monitoring system of physiological indicators
[9].

In fig. 6 shows a block diagram of the transmitting module of the
biotelemetric complex.

Fig. 6. Block diagram of the implantable transmitting module of the
biotelemetric complex.

The implantable module will allow to carry out measurements of
physiological indicators, provides two-way digital communication with the
outside world, and processes commands to change the measurement mode.
The communication unit receives digital information from the implantable
module via a radio channel and transmits it to a personal computer via the
USB interface. The communication unit provides two-way digital radio
communication with the implantable module, ensures the safety of all data,



retransmits control commands received from the PC that are implanted to the
module, provides the PC, upon request, with the data obtained before the
implantable modules[10].

The use of optical radiation for wireless transmission of energy through
the skin is a promising direction in the development of implantable medical
equipment. The use of directional channels for the transmission of energy and
information in artificial sensors, and primarily in devices (such as a visual
prosthesis), will significantly reduce the size of the energy receiver, avoid
the influence of medical and household emitting devices on the transmission
of energy and information, and minimize exposure to surrounding tissues,
including brain tissue[9].

The operation of implantable systems has a number of features, the main
of which is functioning in the near (inductive) radiation zone in specific
environmental conditions, which determine the basic requirements for the
transmission methods and the design of the part of the system that is
implanted. When a radio signal passes through living tissue, it is significantly
weakened - the more, the shorter the wavelength, therefore, low frequencies
are used to transmit information from the internal parts of the body. However,
the use of the low-frequency range of radio waves is associated with
significant technical difficulties, in particular, with the difficulties of creating
highly efficient emitters with strict restrictions on the dimensions and weight
of the transmitter. The latter circumstance is of particular importance for
systems being implanted. Therefore, for such systems that are located close
to the receiving antenna, the frequency range of 0.05 ... 100 MHz is used. The
limiting factor for increasing frequencies here is medical and biological
requirements [10, 11].

6 Conclusions

The development of materials science, engineering methods of mathematical
modeling significantly accelerates this process, makes it possible to make
significant further significant steps towards improving and qualitatively
improving methods and means of treating patients.

Solving the problem of the development, implementation and use of
intelligent sensors for assessing the stability and biocompatibility of implants
in dentistry will provide the user with new opportunities and provide him:



-means of monitoring the load on the implants immediately after their
installation with subsequent identification and assessment of the degree of
stability of the implants;

-monitoring control (continuous or periodic) for the stability and
condition of the implants during two-stage implantation after full
osseointegration, which is the basic condition for early successful prognosis
based on dental implants;

-the biotechnical system and the implanted bone osteosynthesis module
allow timely identification of possible deviations (inflammation, edema,
swelling), thereby preventing possible complications.
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Abstract. In biomedical applications and the integrated IoT there can be distinguished similar structures
in the development and construction of the software parts. As the data which is monitored, transmitted
and used is very sensitive data concerning the patient’s privacy, it is of the outmost importance that the
design of the application and the data should be safeguarded.

Working on a medical device also means that the development process has to comply to the rules
and standards which apply to biomedical devices.

In this chapter the architectural characteristics for the software development for biomedical devices
is explored and directions for good practices in development with software patterns/templates is given.

As the design process for such a software design is known, the quality can be tested. The design
process can be cut into templates which can be reused in further developments. This is illustrated in two
different examples.

Keywords: architectural characteristics, IoT-M, biomedical application, Mgalloy, informational
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1 Introduction

When developing IoT applications it is very important to pay attention to the
integration of data, interactions and the physical world. Interaction coupled
with data transcends the laptop and mobile device, and it becomes literally
embedded into any object, infrastructure or interaction.

When developing for biomedical applications, the rigid rules in the
certification of applications puts an extra stress on the design. And the
reliability of the software for the application should be near 100%.
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This makes that the development process also closely needs to be
monitored and systemized.

We should be aware that what is considered to be a medical device is
strictly ruled and has to comply to standards and directives. The regulations
give a number of requirements the medical device has to comply too.
Whenever we design, construct, put into something which is described as a
medical device, the rules of the regulations apply.

In the new EU Medical Devices Regulations 2017/745 (as from May
2020 [1] (with a two years transformation period)) the definition is:

• 'Medical device' means any instrument, apparatus, appliance, software,
implant, reagent, material or other article intended by the manufacturer to
be used, alone or in combination, for human beings for one or more of the
following specific medical purposes:

diagnosis, prevention, monitoring, prediction, prognosis,
treatment or alleviation of disease,
diagnosis, monitoring, treatment, alleviation of, or compensation
for, an injury or disability,
investigation, replacement or modification of the anatomy or of a
physiological or pathological process or state,
providing information by means of in vitro examination of
specimens derived from the human body, including organ, blood
and tissue donations,

and which does not achieve its principal intended action by
pharmacological, immunological or metabolic means, in or on the human
body, but which may be assisted in its function by such means. (EU
(2017a)).

Also software is as such considered to be a medical device and has to be
processed according to the same directives. The quality and the reliability of
the software is very important.

A unified development process with the use of templates is put forward
to reuse proofed designs.

2 Classification of Biomedical Applications



Biomedical applications often involve the integration of a synthetic device,
whether for interrogation or manipulation, with a living, biological organism.
The resulting system of a synthetic device working with an organism can be
considered a hybrid system, a system that combines traditionally dissimilar
technologies to form a superior, multifunctional system [2].

The most common classes of Biomedical Applications:

1. Biomedical sensors. Currently, the primary focus of technological
development is on various healthcare measurement instruments and
monitoring devices which seek to improve the quality of healthcare
monitoring. Biomedical sensors are miniature and lightweight devices
that are used to monitor human vital signs e.g. heart rate, body motion,
blood pulse pressure, blood glucose levels (Patel, Park, Bonato, Chan, &
Rodgers, 2012), process physiological data, and transmit the information
to monitors. Wireless Sensor Networks (WSNs) technology in healthcare
is a recent paradigm which incorporates wireless data communication
and miniaturized sensors that measure these quantities, allowing portable
health monitoring (Lai, Begg, & Palaniswami, 2011). Generally, wireless
radio propagation is used to transmit data among the multiple sensors to a
decision marker (hub node) or hub node to an actuator which is attached
to the human body. The critical issue with radio frequency (RF)
propagation is that it consumes battery life quickly and decreases the
usefulness of portable monitoring devices (Seyedi, Kibret, Lai, Faulkner,
2013) [3].

2. Hybrid systems. One of the directions in biomedical application
development are hybrid systems involving microfabrication and living
organisms. Microfabrication has traditionally been a synonym with
semiconductor manufacturing, the process used to mass produce
electronic devices including everything from individual transistors to
highly complex integrated circuits. In the past two decades, the once
singular application of microfabrication has been expanded to include
devices for micro-electromechanical systems (MEMS), micro-photonics,
and microfluidics. The development of the resulting resonators,
waveguides, and lab-on-a-chip devices has required new processes for
novel substrates and materials and importantly, has redefined the original
notion of the applications for microfabrication [2].



3. Data Mining Applications (biomedical applications with usage of data
classification with machine learning methods). Over this decade loads of
data have been generated, which has been per application individually
analyzed and statistical evaluated to produce results. With current
technology it is possible to generate information from data, knowledge
from information, wisdom from knowledge and make decisions based in
this generated wisdom with Artificial Intelligence methods such as
machine learning [4]. The focus of biomedical research has shifted from
data generation to data usage, or more specifically, biological data
mining, to come to new scientific knowledge discovery. The emphasis is
no longer on enabling the biologists and clinicians to generate more data
rapidly, but on converting the data into useful knowledge through data
mining and real time processing. In this scenario, effective biological
data mining is crucial for developing a better understanding of disease
mechanisms to discover new drugs and to develop data-based clinical
decision making and support that is beneficial to the patients. In order to
translate the vast amount of biomedical data into useful insights for
clinical and healthcare applications, several data mining difficulties have
to be overcome: handling noisy and incomplete data, processing
compute-intensive tasks, integrating various data sources and exploiting
biomedical data with ethical and privacy protection. All these issues
pose new challenges for data mining scientists working in this data-
intensive era [5].

Biomedical Data Mining Applications can be divided into [5]:
a. text mining in biomedicine and healthcare applications, which include

entity recognition, entity linking, relation extraction, and co-reference
resolution of essential text-mining technologies that can be applied in
biomedicine and healthcare (for example, a case study of a biomedical text
mining database system that automatically recognizes and collects
cardiovascular disease related genes);

b. learning to rank: ranking biomedical documents with only positive and
unlabeled examples, applies positive and unlabeled learning algorithms (e.g.
to an RNA-protein binding dataset collected from PubMed [6]) . Great
variety of classification methods could be applied here.

c. applications for Automated mining based on biomedical literature.
(E.g. of disease-specific protein interaction networks: Elucidation of protein



interaction networks is essential for understanding biological processes and
mechanisms.)

3 Requirements Analysis and Test Model for Biomedical
Applications

Biomedical applications are domain dependent so requirements analysis
is one of the most important stages which should be carried with UML
(Unified Modeling Language) diagrams.

The general design process of the IoT Application is presented in the
figure(Fig. 1).

Fig. 1. General design process

The UML diagrams are used to represent the analysis, design and
implementation phases in software engineering [8]. Among the various
diagrams in UML, the use case diagrams play a prime role in software
development because all the other diagrams in UML like class diagrams,
activity diagrams, interaction diagrams are generated based on the use case
flows in the use case diagrams [9]. In the analysis phase of a software
development, they are used to analyze the requirements and to represent the



relationships between different processes involved in the project under
development. The number of modules to be developed, the responsibilities of
the actors, and the relationship between the actors are decided from the use
case diagrams. They are also used to design the database at the backend. But,
in case of very large projects in real time environment, the analysis and
decision making process through use case.

In [7], an automated use case slicing model for object oriented design is
proposed which is useful for designing medical expert systems. This
proposed model uses graph generation and slicing techniques proposed by
Jaiprakash et al. [11] for effective slicing of use case diagrams. Moreover, in
the described case, the model helps the medical doctors for providing a
treatment plan to the asthma patients. Thus it enhances the use case diagrams
with artificial intelligence by applying rules for effective decision making.

The graph generation and slicing module consists of two phases namely
the identification phase and slicing phase. The identification phase identifies
the use case diagrams pertaining to an application and helps to bring them
from the use case repository. The slicing phase uses the existing graph
generation approach proposed by Jaiprakash et al. [11] to slice the use case
diagram into actors and use cases and the use cases are used for graph
generation. For demonstrating the proposed work, a medical registration
application has been developed and implemented using UML modeling and
also with the proposed model. In the medical registration module, the patient
details, doctor details and the medicine and treatment details are stored. A
knowledge base consisting of general rules for problem solving and domain
rules for finding and treating asthma are stored. This knowledge base can be
updated by adding more rules provided by the classifier through training. In
[7], the use case diagram present in the use case repository is considered for
analysis.

For the development of user-machine interactions there obviously exist a
lot of challenges: complexity, manual design, reliability. IFML is one of the
solutions for the designing front-end of the IoT applications. It is strongly
integrated with modelling languages as UML, BPMN, SysML, SoaML [12].

On the other hand, Biomedical Applications reliability is one of the most
critical parameters. The emphasis is on the analysis of failure data. In
software reliability, one is interested in the failure mechanism. Most
software reliability models are analytical models derived from assumptions



of how failures occur. The emphasis is on the model's assumptions and the
interpretation of parameters.

In order to develop a useful software reliability model and to make sound
judgments when using the models, an in-depth understanding is needed of
how software is produced; how errors are introduced, how software is
tested, how errors occur, types of errors, and environmental factors can help
us in justifying the reasonable-ness of the assumptions, the usefulness of the
model, and the applicability of the model under a given user environment
[13].
To use the data obtained during the compilation of the use-case, to increase
the reliability of biomedical applications, the V-model can be used. The V-
model is an Software Development Life Cycle (SDLC) model where
execution of processes happens in a sequential manner in a V-shape [14]. It is
also known as Verification and Validation model.

The V-Model is an extension of the waterfall model and it is based on
associating a testing phase to each corresponding development stage. This
means that for every single phase in the development cycle, there is a directly
associated testing phase. This is a highly-disciplined model and the next
phase starts only after completion of the previous phase.

Under the V-Model, the corresponding testing phase of the development
phase is planned in parallel. So, there are Verification phases on one side of
the ‘V’ and Validation phases on the other side. The Coding Phase joins the
two sides of the V-Model.

The following illustration depicts the different phases in a V-Model of
the SDLC [14].



Fig. 2. Typical V-model

The V-Model method has as an advantage that it is very easy to
understand and apply. The simplicity of this model also makes it easier to
manage. The disadvantage is that the model is not flexible to changes.
Whenever there is a requirement change, it becomes very expensive to make
the change. Unfortunately today it is very common in to have this change
requests.

V-Model method advantage are:

1. It is a highly-disciplined model and Phases are completed one at a time.
2. Works well for smaller projects where requirements are very well

understood.
3. Simple and easy to understand and use.



4. Easy to manage due to the rigidity of the model. Each phase has specific
deliverables and a review process.

V-Model method disadvantages:

1. High risk and uncertainty.
2. Not an appropriate model for object-oriented and complex projects.
3. Oversimplified model for long and ongoing projects.
4. Not suitable for the projects where requirements are at risk of changing.
5. Once an application is in the testing stage, it is difficult to go back and

change a functionality.
6. No working software is produced until late during the life cycle.

4 Classification of patterns for biomedical applications

A design pattern is a repeatable architectural construction that represents
a solution to a design problem within a frequently encountered context.

The main benefit of each individual pattern is that it describes the
solution to a whole class of abstract problems. Also, the fact that each
template has its own name makes it easier for developers to discuss abstract
data structures, since they can refer to known templates. Thus, due to the
templates, the terminology, names of modules and project elements are
unified. A well-formulated design pattern allows you to use it again and
again after finding a good solution. Design patterns can speed up the
development process by providing tried and tested development paradigms.
Effective software design requires considering issues that may only appear
later in the implementation phase. Reusing design patterns helps avoid subtle
nuances that can cause serious problems and improves code readability for
programmers and architects familiar with patterns.

Typically, a template is not a complete sample that can be directly
converted into code; this is just an example of a problem solution that can be
used in various situations. Object-oriented patterns show the relationships
and interactions between classes or objects, without specifying which final
classes or application objects will be used [15].

Design patterns fall into the following categories: generative patterns,
structural patterns, and behavioral patterns.



- Generative/Creational patterns: the aim of these patters is to provide
possibilities for the creation of new objects while hiding the creating
logic. Implementation of such an approach gives the programmer the
flexibility in decision which object needs to be created in a given
use-case. They are: factory method, abstract factory, builder,
prototype, singleton.

- Structural patterns: these patterns deal with class and object
composition. They are: adapter, bridge, composite, decorator, façade,
flyweight, proxy.

- Behavioral patterns: these patterns are dealing with organizing
communication between objects. They are – chain responsibility,
command, iterator, mediator, memento, observer, state, strategy,
visitor.

Considering the architectural patterns of design in the development of
applications for Android, we should highlight popular patterns as MVC
(Model-View-Controller), MVP (Model-View-Presenter), MVVM (Model-
View-ViewModel), MVI (Model-View-Intent) [17-21].

The UI design patterns for the IoT systems can be grouped into three
categories: Set Patterns, Get Patterns, and Event-based Patterns [23].

5 Case study

In the following case studies we look at different architectural
characteristics when defining the software for biomedical related
applications.

The first case describes the setup for a material test for Mg-implants
where the data of in-vitro tests and in-vivo tests are combined to create a
diagnostic supporting prediction model for the solubility of the Mg in the
human body.

A second case concern an indoor navigation tool controlled by voice.
The idea is that it can help visually impaired people to navigate through
buildings.

5.1 Monitoring system for Mg implants

For monitoring of the new Mg alloys, which could be used for the
implants there is developed a new monitoring system, which is integrating



the biomedical data, material science data and IoT [22].
The monitoring system is built in a three layer architecture containing a

device level, a server level and an application level (Fig. 3). All levels are
developed independently and when it was designed there were used such
patterns as façade, proxy, factory, builder.

The device level serves to collect data from different sources In general
it can be divided into two types of data: sensor-information and images. Both
types can be collected at in-vitro tests. In in-vivo tests mostly only imaging
data (X-ray, tomography, scans..) can be collected. In the case of surgical
extraction of (worn out) implants other data (like the loss of material,
degradation of the material …) can be measured also.

At the figure 4 there is a picture of the device level for the simulation of
the blood circulation.

At sever level, the technique to classify real-time data from several
different sources is implemented the following steps: data normalization; the
prediction of future points; analysis of residuals; probability calculation;
conflicts definition; data fusion; classification; estimation of classification
accuracy.

At the application or end user level several tools are developed for the
collection of data, the analysis, and the (visual) representation of results of
the experiments.

Data which is received from sensors during the tests is also used for the
manipulation of the test control system.

Data resulting from in-vivo tests is reused afterwards for defining further
in-vitro tests. There is a need for the continuous update of all the information
and the matching of the different types of data.

A single model is implemented of combining all data which makes it
possible to develop a high quality system for supporting medical trial
decisions. In the system we integrate medical, biomedical, physical and
clinical data .



Fig. 3. Architecture of the monitoring system



Fig. 4. Device level

The database infrastructure is developed and data from the experiments is
collecting.
The work in progress is the development of the method for real time
detection degradation based on the convolutional neural networks [24].
For the software architecture there were used RESTful API[25], which
allows to create reliable systems which could provide variety of client
applications.

5.2 Voice recognition system for indoor navigation

A voice navigator was developed to facilitate the adaptation of visually
impaired people to social benefits. The developed navigator has been
integrated into the Smart-Campus system, which provides support for
students, staff and university visitors. Use of voice for navigation systems
allows to provide access to information in navigation systems, to
interconnect objects and events, and to support new user interaction systems,
sensors, mobile devices, devices and applications.

A voice navigator should help a person navigate the building using only
the voice. For the correct exchange of information between the user and the
application, a module must be developed that can recognize speech signals
and can convert a speech signal into a text stream.

This process is often used in technologies that allow a computer or
mobile device to be controlled by human voice and allows users to control
the device by talking rather than by typing [26].



Modern language recognition systems are based on the principles of
recognition of repeating patterns. Methods and algorithms for pattern
recognition can be divided into four main classes: discriminant analysis
methods which are based on Bayesian discrimination; hidden Markov
models; dynamic programming - time dynamic algorithm (DTW); neural
networks [26-28].

Developed by authors the voice-based navigation model (fig.4), based on
the speech recognition method [26].

Fig. 5. Voice recognition model

Model and methods were implemented within the Smart-Campus
application[24], which allows user with the voice command to display in the
mobile application the current location inside the building and the shortest
path to a specified position connected to the beacon.

Smart-Campus, is the name of a system with Bluetooth Low Energy
devices and a backend database with dedicated content management system
(CMS) [30]. An interactive tour around the campus or to guide visitors to
their specific location of interest is automated by making a route to find the
location from one beacon to the next and so on. To provide navigation, a map
of the building should be provided or developed. Next is shown the logical
path to another next beacon location. So the developed solution consists of
two main parts: a map editor and path detection.

The map editor makes it possible to create a map of a floor of a building.
A background picture of a known area can be used as a template or the map
can be developed from scratch with the straight forward editor. The app-user



is the client of information related to a certain beacon at a certain location
and the app allows users to get stored information in a visual attractive
format on the smart phone through a dedicated application. The app
downloads the information from the server, linked by the unique user ID
(UUID) of the beacon. The beacon broadcasts its UUID on regular basis.

On the server the information is stored and maintained by the beacon
owners in the content management system. The app user can acknowledge or
discard on groups of beacons to view their information.

The voice navigator is helping a person to find the location of the room
and the body in which it is located. After the audience is found, the navigator
will answer the question about the building in which the audience is located,
on which floor and construct the map-device from the current position of the
user to the required body

The interaction diagram for audio navigation is shown at fig.6.

Fig. 6. Interactions in the voice navigator

6 Conclusions



When developing for IoT-M, the software/hardware combination has to
comply to the rules set on biomedical devices.

In order to document and streamline the development process an
approach with patterns is selected. The p, acting as proven building blocks
are reused in future developments.

After the classification of the characteristics 2 case studies are
highlighted which look at different aspects of the software development. By
checking and certifying the solutions in a case study, a library of templates is
constructed.

In the Mg-material test a 3 layer data model is put forward as a solution
for the integration of different data types to make a prediction model.

In the voice navigator tool a databinding model with dynamically
changing information which has to be presented to users is described.

The reuse of the proven building blocks shortens the development
process for future applications.
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Abstract. The data dimensionality reduction problem for a model synthesis on instances is
addressed. The set of methods for data reduction have been presented. It includes the intelligent
methods of stochastic search applied for feature selection and sample selection problems. The feature
selection methods based on evolutionary and swarm intelligent search are described. The theoretical
estimations of requirements for the feature selection methods are provided. The individual informativity
indictors of sample instances are presented. The experimental investigation of these methods has been
provided. The set of presented methods allow selecting subsets of most informative features and
instances allowing reducing time for model building.
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1 Introduction

At the various problems of decision making for biomedical applications,
where there is a lack of available expert knowledge to classify the object
state as a rule it is necessary to make a classification model based on a data
sample, which contains a set of precedents or instances.

For the cases, where the data sample have a big dimensionality caused by
the big number of instances and features, the use of such samples for a model
synthesis, usually, provides enlargement of a model building time and of a
computer memory volume required for problem solving. For acceleration of
the model building process it is necessary to shorten the dimensionality of a
data sample.

The wide used mean for data dimensionality reduction are methods of
feature selection [1, 2]. Such methods select a subset of the most significant
features from the original set of input features relative to output feature
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computation. These methods are divided by the type of new solution
formation procedure on the methods implementing deterministic transition
from one decision to another (exhaustive search methods that are complex
and time-consuming [1, 3]) and the methods implementing random transition
from the current to new solutions (stochastic search methods [2], that avoid
the hitting to the local minima, probabilistically taking into account
information about concerned solutions, and provides search of suboptimal
solutions for a limited time).

As a rule, the exhaustive methods [1, 3] need a big number of considered
combinations of features, which a generated on the base of original feature
set. It makes impossible the usage of these methods in cases where the initial
feature set is big, because it will require a big volume of computational time.
So, for the feature selection it is desirable to use the methods of intelligent
stochastic search [2, 4], since they fit to obtain solutions combining the best
solutions received at previous epochs and reduce the search. On the other
hand, the exhaustive methods are tardy, that is caused by the fact that they do
not take into account the information specific for the problem in the search
process.

Thus, we need a set of intelligent methods for a feature selection able
speed-up the receiving of solutions.

The other possible mean to reduce the data sample dimension is sampling
methods [11–22].

The methods of sample selection [11–21] striving to select from a large
initial sample the small subsample aiming to provide the saving of the most
important characteristics from the initial sample to the subsample. Such
methods should be split on probabilistic and deterministic methods.

The sample selection based on probabilistic approach [11, 12, 20, 21]
using a random instance selection from the initial set of instances. In these
methods instances have a non-zero probability to be included to the resulting
sample. The merit of probabilistic methods consists in their primality and the
availability to evaluate error of a sample. The imperfection of these methods
consists in that fact that there is no guaranty that they will obtain the small
non-excessive sample able to reflect key properties of the initial sample.

The sample selection based on deterministic approach [13–19] makes
picking of precedents taking into account supposition on their information
content. Here certain instances may be not choosen, or their selection
probability cannot be accurately estimated. These methods are often



grounded on the clustering and aimed to provide topological conformity of
the initial sample. The imperfection of the deterministic methods is the
inability of the evaluation of the error for created samples. The merit of the
deterministic methods consists in that they may find the most promising
instances for a model building. Such instances should be used for initializing
model and to speed-up the training of a model.

Thus, we need to combine probabilistic and deterministic approaches for
sample selection. The evolutionary methods by their nature are stochastic
(probabilistic) search and are the methods of a global search. These methods
do not require any special requirements for the goal function. They consider
the solutions formed at previous search stages. So such methods are
promising basis for sample selection. At the same time, evolutionary search
is slow, that is caused by the fact that it is neglet the information specific for
the solved problem in the search process.

So, it is necessary to speed-up the process of solutions generation in a
sample selection method based on evolutionary search.

2 Problem formulation

Let we have a a sample of precedents (instances) X =<x, y>, where x={xs},
y={ys}, x={xj}, xs={xs

j}, xj={xs
j}, s = 1,...,S, j =1,...,N. Here we denote as xs

j

the value of j-th input feature xj for хs, as ys the output value for хs, as S the
number of precedents, as N the number of input features. For the problems
with integer output (classification) ys  {1,...,K}, K>1, where K is a number
of classes. Let denote a subset of <x,y> as <x', y'>. Then we denote: N' is a
number of features in a sample <x', y'>, S' is a number of precedents
(examples) in a sample <x', y'>, f() a user defined criterion showing a quality
of argument for the problem, opt is an optimal value of the criterion f() for
the corresponding problem.

Then the feature selection problem [22] should be presented as: reduce
the given data set <x, y> to obtain the <x', y>, where x' ⊂ {xj}, S' = S, N' <
N, and the criterion f(<x',y>,<x,y>)→opt.

The training sample selection problem [23] should be presented as: for
the given data set X=<x,y> find subsample X'=<x', y'>, where X' ⊂ X, y'=
{ys|xs x'}, N' = N, S' < S, and the criterion f(<x', y'>, <x, y>)→opt.



3 The methods of a feature selection based on the
intelligent stochastic search

The evolutionary methods [4, 5] and multi-agent methods [6, 7] are more
widely used stochastic methods (Fig. 1) at the practice of optimization.

The Fig. 1 d) show an evolutionary method [4, 5, 22] scheme. This
method is founded on the idea of the development of solutions inspired by the
natural selection. Method starting to set the epoch counter as t=0. Then
method creates initial solution set Pt = {Hj}, where j = 1, 2, …, N, N is a
number of solutions in a set, Hj = {hij} is a j-th solution, hij is a i-th bit (gene)
value of j-th solution, i = 1, 2, ..., L, where L is a solution's length. After that
the iterative replacement of one set of solutions by the next is provided to
receive more adopted solution. The method evaluate goal function for
solutions at t-th population {f(Hj)}. Then it verify the reaching of the stop
conditions. When the stopping conditions are contented then the method finish
the search. If the stopping conditions are not contented then for the current
solution set method use a selection operator that probabilistically select
solutions for crossing over and mutation grounding on the f(Hj) preferring the
better adopted solutions, the crossover operator that makes parent pairs and
then produce new solutions on their base, and mutation operator to provide
random changes in solutions for expanding the solutions diversity.

The new population is formed based on the produced solutions. It
contains new and best solutions, whose goal function values are the best in
the population. The best crossover solutions provides that the foremost
promising regions of a search space are investigated. At the end the solution
set will converge to an optimal problem solution.



Fig. 1. Schemas of intelligent stochastic search methods: a) BCO, b) PSO, c)
BFO, d) evolutionary, e) ACO

The multi-agent methods [6, 7, 22] is a stochastic methods of
multidimensional search. Such methods inspired by the behavior of agent
colonies with the collective nature. The ability to solve optimization
problems by these methods based on agents' actions for the spatio-temporal
location (coordination), expand the actions of the agent and forming the
spatial, temporal, and social relations between the agents in the colony's
work (specialization), association mechanisms of the agents (cooperation),



and reaction of the agents of the colony on the external environment changes
(agents collective decision-making).

The multiagent methods may be divided into methods with indirect agent
linking and methods with direct agent linking. The direct methods are
represented by the Bee Colony Optimization (BCO) [7], which schema is
illustrated by Fig. 1 a). The indirect methods are represented by the Particle
Swarm optimization (PSO) [4], which schema is shown at Fig. 1 b), by the
Bacteria Foruaging Optimization [6] (BFO), shown at Fig. 1 c), and by the
Ant Colony Optimization (ACO) [4], which schema is shown at Fig. 1 e).

The stochastic search methods able to optimize the functions of any
complexity. They have no extra requirements to the goal function such as
continuity, smoothness, unimodality, differentiability, and monotony.
Therefore the stochastic search is suitable for the sample and feature
selection.

However, the methods of intelligent stochastic search have such
shortcomings as method's speed dependence from the search starting point,
high iterativity and uncertainty of the convergence time, as well as the search
operators disregard the available information in a sample. So, the
acceleration of methods of stochastic search through decrease these
shortcomings are relevant.

For acceleration of the stochastic feature selection it is convenient to
save their stochastic nature, but expand them by using of deterministic search
operators. This will make possible to use a priori information on data
samples. We propose to use the individual evaluations of feature
informativity [9] as a priory information about data [10]. As these methods
are classical methods of stochastic search we shall only show their main
differences from the basic methods.

3.1 Feature selection method using the entropy

This method based on a canonical evolutionary search [5] with additions [8].
At the stage of solution forming the method set the probability of i-th feature
inclusion to the solution: Pi = 1–ei, where ei is a i-th feature entropy [9, 10].
At the stage of solution crossingover the method use mask h*={hi

*}, where
hi

*=1, if ei<etr. (etr. is a threshold), hi
*=0, otherwise. At the stage of solution

mutation the method increases mutation probabilities PМ  of features with high



(1)

(2)

ei. For the features with low ei are the probabilities decreased. At the stage
of solution selection stage the method use as a goal function (1):

where Hj is a j-th solution, hij is an i-th digit of j-th solution, Ej is a model
error for j-th solution, dik is an individual informativity value of i-th feature
relative to k-th feature.

3.2 Feature selection method with feature grouping

This method is based on canonical evolutionary search [22]. The stage of
solution forming suppose that the set of solutions {Hj}, Hj={hij} should be
created, where hij is a digit specifying usage of i-th feature taking into
account its individual invormativity value Ii. At the stage of solutions
crossingover the method use mask h*={hi

*}, where hi
*=1, if Ii>Itr.., (Itr. is a

previously specified threshold value), hi
*=0, otherwise. At the stage of

solutions mutation the method decrease mutation probabilities PМ  of features
with high Ii. The method increase mutation probabilities of features with low
Ii. At the stage of solution selection the method use as a goal function (2):

3.3 Feature selection method based on eevolutionary
search with clustering

This method based on canonical evolutionary search [5]. At the beginning
it evaluates the values of individual feature informativities {Ii} according to
outputs. On their base the indicators of feature similarity are evaluated. Then
the conformable features are split into groups. After that in each group the
most significant feature is selected. Such feature becomes a corresponding
cluster center Cq. At the solution making stage the probabilities of inclusion
of the features to a solution calculated grounding on the Euclidean distance



(3)

from the cluster center d(xi,Cq), the individual informativities of a feature and
cluster center Ii and ICq, Pi=Ii+(Ii–ICq){d(xi,Cq)/dqmax|xi∈Cq, q=1, 2, ...,Q},
where dqmax is a maximal distance in q-th cluster.

3.4 Feature selection with search space fixing

The method [22] at the beginning sort features in order of Ii increasing. After
that the first αηN features are excluded, where α is a coefficient, 0<α≤1/η, η
is a coefficient of a search space reduction (3):

where Iavg. is an average feature significance value. Then for reduced feature
space method execute classical evolutionary search [5].

3.5 Feature selection based on multi-agent search with
representation of the destination points by features

For the feature selection this method uses a multi-agent search with
indirect communication inspired by ACO model [4, 9]. To form the search
space the destination points represented as vertices of the search graph, in
which the features are placed. The search is organized according the
following strategy, when each agent should go through the specified number
of destinations N', which defines the number of features that should be leave.
For the representation of solutions this method encode the path traveled by
the j-th agent is a feature set (solution) Hj, on which the model is synthesized:
Hj = {hij}, hij = 1, if the point i is included in the j-th agent path, hij = 0 –
otherwise.

3.6 Feature selection based on BFO model

This method uses a BFO model [6] with indirect agent linking as search
model with such enhancements. The space for search have special encoding:
points encoded by binary strings consisting of digits related to feature
importance. The BFO model is modified using operators of simple mutation
and proportional selection. To speed-up the search process at the
initialization stage for all i-th agents, i=1, 2, ..., H, the initial position defined



as: hji =1, if randji<Ij(∑N
q=1Iq)–1, hji=0, otherwise, where randji∈[0; 1] is

random numbers, Ij is a j-th feature individual informativity, j=1, 2, ..., N.

3.7 Feature selection based on multi-agent search with
feature importance representation of the destination
points

This method of a feature selection is based on ACO model [9] with such
improvements. For the creation of a search space the destination points as a
search graph vertices represented by randomly made binary set B = {bi}, bi =
{0;1}, i=1, 2, ..., N, containing N' elements equal to 1. The method provides
a search strategy, where agents proceed the way through all destination
points. Especial format of encoding of solutions is provided, where the path
of j-th agent positions represented by destination points is a binary set of
significant features B used to build the model.

3.8 Feature selection based on multi-agent search with
direct linking

This method use direct agent linking inspired by BCO model [10] providing
some updates. The feature importance is represented by agent collected
resource in the (N'×N)-dimensional space. For each solution the goal
function evaluated on the basis of usefulness of agent placement at epoch t in
a source h, in which Hh(t) agents are placed: lh(t)=ah/Hh(t), h = 1, 2, ..., N×N,
where ah = ε*/ Eh, Eh is an error of a model for source h, ε* is a reduction
factor. To accelerate the speed of search method splits agents. After the
starting of the agents-scouts the one part of scouts randomly distributed in the
search space providing global search, and the other part is distributed in the
sources proportionally to theit importance providing usage of a priori
information.

3.9 The analysis of spatiotemporal complexity of feature
selection

To characterize complexity for the above described methods of feature
selection the following notations is used: T is a number of epochs of a search



method, H is a number of or solutions (for the evolutionary search) or a
number of agents (for multi-agent search), F is a simulation complexity of
neural model and the complexity of the error evaluation for a training sample.

In [22] the accurate estimates of the complexity are given without
suppressing of less power members by greater power members. The rough
estimates where greater powers members suppress less power members
obtained taking n = NS≈N2. For the sequential computations the analytical
assessments of temporal and spatial complexities for the feature selection
methods are given.

For the method 3.1 the accurate time complexity is O(12NS+N2+N+THF),
for the method 3.2 the accurate time complexity is O(12SN(N+1)+N+THF),
for the method 3.3 the accurate time complexity is О(12NS+N+THF), for the
method 3.4 the accurate time complexity is O(1.5S(N–1)+C+5N+TFH), for
the method 3.5 the accurate time complexity is O(TH(N2+4N+H+F)), for the
method 3.6 the accurate time complexity is O(TH(N2+F+4N)), for the method
3.7 the accurate time complexity is O(8H2+6H2N+HF+N+TH(2F+H+N+4)),
for the method 3.8 the accurate time complexity is O(H+TH(F+9+HN–H)).
The rough time complexity estimate for all these methods is O .

For the method 3.1 the accurate spatial complexity estimate is
O(13NS+0.0625HFN), for the method 3.2 the accurate spatial complexity
estimate is O(N(S+N+2)+0.0625HFN), for the method 3.3 the accurate
spatial complexity estimate is O(NS+2N+0.0625HFN), for the method 3.4 the
accurate spatial complexity estimate is O(NS+3N+0.0625HFN+C). The
rough spatial complexity estimate for all these methods is O (n2). For the
method 3.5 the accurate spatial complexity estimate is O(NS+H(3N+F+H)),
for the method 3.6 the accurate spatial complexity estimate is
O(NS+3HN+HF), for the method 3.7 the accurate spatial complexity estimate
is O(NS+HN+3HF), for the method 3.8 the accurate spatial complexity
estimate is O(NS+5H+HN2–HN+FH). The rough spatial complexity estimate
for all these methods is O .

4 Evolutionary method of sample selection

During the search to shorten the matching feature combinations it is possible
using the data on solutions before analyzed to considerate the new solutions,



(4)

(5)

similar to the previously considered. We also need to provide the chance to
be taken into account for each possible solution.

The evolutionary method of sample selection with pseudo clustering [3,
23] should be presented as a consequence of the next stages.

The stage of initialization. Give the initial sample of S instances <X, Y>,
the maximum number of instances Sf in a resulting sample <x, y>, the
acceptable value of a criterion I*, the evolutionary search parameters, the
mutation probability Pм.. Evaluate the criterion I for the <X, Y>.

The stage of a solution pseudo-clustering. Consequentially process the
features: i = 1, 2, ..., N. For the i-th feature sort the original sample instances
in a decreasing order by i-th feature. After that for ordered set of instances at
i-th feature axis include to the <X',Y'> pair of each two adjacent instances,
which belongs to the different classes. Along the i-th feature axis the left and
right instances should be included to the <X',Y'>.

The stage of initial population generation. Form the H binary decisions:
set the probabilities of instance inclusion to the k-th solution as (4) for k = 1,
2, ..., H, s = 1, 2, ..., S:

where

hk
s is an s-th bit of a k-th solution, rand is a random function.

The testing stage to check the reaching search end. Method makes a
sample for each k-th solution. Then the values of I(k) evaluated. If the
number of executed epochs is more than T, or there is a solution with the
number k: I(k)≥I*, then search should be finished and the sample with the
highest value of I(k) should be returned as a result.

The stage of the selection of decisions. The solutions pairs (parents) are
produced on the basis of the Monte Carlo rule aiming to reach the goal



(6)

I(k)→max [3].
The stage of solutions crossing. The new solutions are produced using a

one-point crossingover [13, 14].
The stage of mutation. For each obtained solution method randomly invert

no more than round(PмS) bits. After inverting select the solutions having
more than Sф the number of bits equal to one. Then randomly invert the rest of
bits equal to 1. Then method should delete from the population those
solutions that were considered before. After this stage the method should
execute the testing stage to ckeck the search end reaching conditions.

The described method joins the random sample selection and the
determined search to process the best solutions. It begins the search process
from the selection of the most promising instances to include them into
solutions. However, for the rest of instances it retains the chances to include
them into resulted sample. During the methods' work it aims to improve the
taken solutions. The method also ensures for every considered sample to
have a size less or equal to Sf.

5 Instance selection for sample forming

To range the instances for sample forming it is possible to use the following
set of indicators describing the individual instance importance for sample
forming [14, 23].

• The indicator of the s-th instance individual informativity regarding to
the interclass border is determined by the formula (6):

The indicator's value will be in a range between zero and one. The
closely located the instance to the interclass boundary the bigger will be



(7)

(8)

(9)

indicator’s value.
• The indicator of the s-th instance individual informativity regarding to

its distance to the class border is determined by the formula (7):

• The indicator's value will in be in the range from 0 to 1. The closer the
corresponding instance will be to the class core the bigger will be the value
of indicator.

• The indicator of the s-th instance individual informativity regarding to
the proximity of instance to the cluster center is defined by the formula (8):

The indicator (8) value will be in the range between 0 and 1. The farther
the instance will be regarding to the rest instances of a sample the bigger will
be it's value. This indicator allows to select instances placed on the classes
outlier

The xs instance's individual informativity integral indicator should be
defined as: . This indicator have a value in a range
between 0 and 1. The greater the indicator's value, then the more significant
is the s-th instance relative to the model building. This is becouse this
instance is placed at the bound of the classes, or it is a rare, or this instance
is located at the class outlier, or instance is near the class core.

• The sample instances group informativity indicator is defined by the
formula (9):



6 Experimental examples

The experimental investigation of the feature selection methods have
been performed for different data sets [22]. The properties of these data are
presented in the Table 1.

The experimentally obtained results are presented in the Table 2, where
the following designations are used: Nm is a size in Megabytes of used
computer memory by the method, t is a time in seconds of a feature selection,
fr = N'/N is a fraction of features taken from the initial data set to the reduced
data set.

Table 1. The data set properties

Table 2. Generalized estimations for feature selection methods



The conducted study is proving the applicability of the proposed
methods. The methods of feature selection usage provide acceleration of a
search speed relatively to pure evolutionary search [3, 5]. It should be
explained by the fact that they use less number of requests of a goal function
evaluations and thereafter provide less number of model buildings and
adjusting.



For the problems for which there are no strong limitations for available
memory resources the evolutionary methods should be recommended. For the
problems for which the strong limitations are exists the multi-agent methods
should be used.

For the sample selection methods the important property is a search
space processing speed exploration. It should be characterized numerically
by the λ which designates a fraction of reviewed or eliminated solutions
from the whole possible solution set at corresponding method's iteration
(epoch). For the developed sample selection method the graph of the λ
dependence of the iteration have been analyzed by experimental results
averaging.

Fig. 2 demonstrates the obtained graphs for λ in a semi-logarithmic
coordinate system relatively to exhaustive search with reduction. Here the
following designations are used: T is a number of epochs, H is a number of
solutions [11, 12].

Fig. 2. Search space reduction graphs for the evolutionary search (– –) and
exhaustive search with reduction (–) based sample selection methods

The sample selection methods investigation has been made concerning
their efficiency. The Fig. 2 illustrates the λ graph for the methods of sample
forming relative to the executed epochs. It can be seen from the Fig 2, that the
bigger the size of population then the method's speed is increased. However
the allowable number of size iterations is significantly reduced. It should be
dependable from the original sample size.



To demonstrate the work of the instance informativity selection on the
basis of the proposed set of indicators they have been applied for the Fisher
IRIS dataset [24]. The part of the obtained experimental results is illustrated
by the Fig. 3. Here IRIS classes are marked by dot, cross, and plus markers.
The circle around the class markers designate the instances for which the
corresponding indicator is bigger than average value for whole data set.

The provided studies have proven the practical usefulness of the
proposed indicators of individual informativity of instances. They make
possible recommend proposed indicators for usage at problems of sample
dimensionality reduction and sample forming.

At the Fig. 3 the instances marked by the circles are located on the
boundaries and in the cores of the classes. Fig. 3 shows the applicability of
the proposed indicators of individual instance importance.

Fig. 3. IRIS problem illustrations for instance selection: a) for the indicator 
 b) for the indicator Is

O, c) for the indicator Is
U, d) for the indicator Is

7 Practical exercises



To study practically the methods presented in this chapter students need to
execute the following steps.
1. Specify the practical problem(s) and take the data sample(s) for the

experiments. Students may download data from the repository
https://archive.ics.uci.edu/ml/.

2. Take software package or library containing implementation of intelligent
stochastic search methods. Then make modified procedures realizing
feature selection methods presented in this chapter. Generally, for this we
need to compute individual feature informativities and to modify search
operators. As an alternative, students may also make the full own
program implementation of presented methods too, but it will require a
lot of time for this task.

3. For each given data sample run each method of feature selection to obtain
subset of selected features. To compare feature selection methods for
each task students need to measure the time of each method's work, the
number of executed iterations, the maximum used memory volume. Then
for each selected feature subset you need to build a model and evaluate
its performance (error).

4. Rank the feature selection methods according to the minimum error of a
model, the minimum number of selected features, the minimum time and
iterations for feature selection, the minimum computer memory volume
used for the feature selection. Compare obtained results with presented in
the Table 2. Try to explain if they are different from the Table 2.

5. To study sample selection methods make own program implementation of
presented method and use it for different tasks. Collect during
experiments the time and number of iterations of method, the volume of
used computer memory. Compare obtained results with presented at Fig.
1.

6. To study instance importance indicators make own program
implementation of indicators presented before and use it for different
tasks to compute instance importance indicators. Select some part of
original sample instances with best instance importance indicator values.
As an alternative select randomly the same number of instances from the
original sample. Built the models for both subsamples and for whole
original sample. Test all models on the whole original sample also as on

https://archive.ics.uci.edu/ml/


subsamples. Compute model errors. Rank samples according the model
error. Try to explain obtained results.

7. Combine the best feature selection method and best sample selection
method and use them for data sample dimensionality reduction. Try to use
different combinations of other feature and sample selection methods.
Compare results of data dimensionality reduction. Try to explain
obtained results.

8 Conclusion

The data dimensionality reduction problem for a model synthesis on
instances is addressed. The set of methods for data reduction have been
presented. It includes the intelligent methods of stochastic search applied for
feature selection and sample selection problems. The theoretical estimations
of a time and space requirements for the feature selection methods is
provided. The experimental investigation of these methods has been
provided. The set of presented methods allow selecting subsets of most
informative features and instances allowing reducing time for model
building.
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Abstract. Electrocardiograms (ECGs) were the first biomedical signals where digital signal
processing (DSP) techniques were extensively used to remove noise and artifacts, detect the relevant
waveforms (e.g., the QRS complexes) and perform waveform segmentation, classify the signals
according to their pathological or normal condition, and achieve waveform compression for storage and
transmission of long signals with the desired quality. Phonocardiograms (PCGs) are related acoustic
signals that provide complementary information about the activity of the heart’s valves and where DSP
techniques have started to be applied more recently. This chapter provides a brief overview on the
acquisition of ECGs and PCGs and the use of DSP techniques in this field. The required background to
work in this field, the main challenges that had to be overcome since the beginning, and some of the
remaining open issues will also be explored.

Keywords: electrocardiogram (ECG), phonocardiogram (PCG), digital
signal processing.

1 ECG signal processing

1.1 ECGs: acquisition, characteristics and signal processing
tasks

The first recordings of the electrical activity of the human heart seem to
have been attained by Alexander Muirhead in 1869, using a Thomson siphon
recorder designed to receive transatlantic communications signals (Fig. 1a),
and Gabriel Lippmann in 1873, using a capillary electrometer (Fig. 1b) [1,
2]. A few years later, electrocardiograms (ECGs) were first recorded in
humans by Augustus D. Waller in 1887 using Lippmann’s capillary
electrometer [3]. However, the quality of the signals at that time was quite
poor, and Waller initially failed to recognize the diagnostic importance of the



ECG. Soon afterwards, Willem Einthoven substantially improved the
recording mechanism, by introducing the so-called string galvanometer, and
reported the first reliable recordings of human ECGs in a clinically
applicable fashion in 1902 [3, 4]. Einthoven also named the main deflections
in the ECG (the so-called P and T waveforms, and the QRS complex) [5],
introduced the tri-axial bipolar system with three derivations (standard leads
I, II and III) which are still used nowadays, and showed that several
cardiovascular disorders were related to specific features in the ECG [2, 3,
5].

Fig. 1. (a) Muirhead's Thomson syphon recorder; (b) Lippmann’s
capillary electrometer. Source: Wikimedia Commons.

Einthoven’s electrocardiograph required the subjects to have their arms
and the left limb immersed in buckets of salt water, weighted 600 pounds,
occupied 2 rooms and required 5 operators [1, 2, 3]. Soon afterwards, the
English Cambridge Scientific Instrument Company started developing
smaller marketable electrocardiographs (see Fig. 2), which only weighed 50
pounds [2]. In 1932, compact and portable direct writing ECG machines had
been developed by Duchosal in Switzerland [1], and by 1935, the Sanborn
Company had reduced the weight to just 25 pounds [2]. Contact electrodes
appeared in the 1920s, and suction electrodes, which allowed the acquisition
of the chest leads, appeared in the 1930s [2]. Altogether, these improvements
contributed to the widespread use of the ECG to diagnose many cardiac
pathologies.



Fig. 2. One of the first commercial electrocardiographs, built in 1911
by the Cambridge Scientific Instrument Company, following the design of
Einthoven's 1901 electrocardiograph. Source: Wikimedia Commons.

Since then, many advances have occurred in the field of cardiac
monitoring. In 1958, the first artificial pacemaker (see Fig. 3a) was
implanted in a human patient at the Karolinske Institute in Sweden [6, 7, 8].
Much later, in 1980, the first implantable cardioverter-defibrillator was
implanted at John Hopkins Hospital [8]. Since then, substantial
improvements have been introduced in both devices, reducing their size,
increasing their reliability, and extending their battery lifetime. Single-
chamber leadless pacemakers, which promise to reduce the number of long-
term complications, have been recently introduced [9, 10]. Another milestone
was the commercial release, in 1962, of the Holter monitor (see Fig. 3b),
which allowed cardiologists to record the ECG in ambulatory settings [8,
11]. This marked the beginning of telemetric cardiac monitoring, and paved
the way for other recent developments, leading to ubiquitous cardiac
monitoring using wearable devices and wireless technologies [12, 13, 14].



Fig. 3. (a) Implantable artificial pacemaker from St. Jude Medical.
The body of the device is about 4 centimeters long, and the electrode
measures roughly 58 centimeters. (b) Holter monitor with 3 leads. Source:
Wikimedia Commons.

Nowadays, multi-channel ECGs are still the main tool used by physicians
to diagnose and monitor many cardiac disorders [15, 16, 17], whereas
single-channel ECGs are also routinely acquired and exploited in other non-
cardiac, health-related contexts, like clinical EEG recordings [18, 19] or the
monitoring of patients with sleep disorders [20]. The ECG provides a
glimpse of the electrical activity occurring within the heart: an electrical
impulse originates at the so-called sino-atrial (SA) node in the left atrium,
propagating initially through both atria and then through the ventricles, which
are electrically connected to the atria through the atrio-ventricular (AV) node.
This electrical signal is responsible for the coordinated contraction of the
atria first (thus expelling the blood received from the body to the lungs for
oxygenation) and then the contraction of the ventricles (thus pumping the
oxygenated blood to the rest of the body). All this electrical activity is
reflected in the main peaks that can be seen in the ECG (see Fig. 4): the P
waveform (associated to atrial depolarization), the QRS complex



(corresponding to ventricular depolarization), and the T waveform
(associated to ventricular repolarization).

Fig. 4. Example of a synthetic ECG, generated in Matlab using the
ECGSYN waveform generator [21], downloaded from Physionet [22],
with the following command: [s, ipeaks] =
ecgsyn(1000,60,0,60,1,0.5,1000);

As previously stated, many cardiac pathologies can be detected by
examining the ECG. However, the widespread use of ECG recordings relies
heavily on the development of signal processing and machine learning tools
for denoising and interference suppression [23, 24, 25], feature extraction
[26, 27], and computer-aided diagnosis of diseases [28, 29, 30]. Fig. 5
shows the typical block diagram used to perform ECG signal processing for
pathology diagnosis. Usually, the first stage is applying one or several
filtering techniques (both linear and non-linear) to remove noise and



interferences, since the ECG is a weak signal (in the mV range) which is
affected by many types of distortions. Then, the repetitive nature of the ECG
is exploited: the most prominent waveform (the R peak) is detected, the
nearby waveforms are located, and their boundaries estimated (waveform
delineation). This allows us to extract the relevant information (feature
extraction), like the morphology, amplitudes and durations of the different
waveforms, as well as the duration of several key intervals (e.g., the ST
segment). Finally, the extracted features are fed to a classifier that will
provide a categorization of the patient’s status. Additionally, ECG
compression may be required in order to reduce the signal size, while
preserving its diagnostic power, before storing or transmitting the acquired
ECG.

Note that two types of ECGs can be found in the literature. On the one
hand, the external ECG has traditionally been obtained non-invasively by
attaching a set of electrodes (normally 2-12) to the chest and limbs of the
patient [23, 24], although alternative wearable [13, 14] and even wireless
devices to acquire the ECG signal have been recently developed [31].
Indeed, low-cost devices that can be easily used in an academic environment
to acquire multiple biomedical signals (including ECG signals) with high
quality have also been released in the last few years [32, 33, 34]. On the
other hand, intracavitary or intracardiac ECGs (a.k.a. electrograms (EGMs))
are obtained by setting one or more (typically 10-20, but can be as high as 64
using basket catheters) electrodes in direct contact with the inner surface of
the heart. EGMs are used in implantable devices (e.g., pacemakers and
defibrillators) for the identification of ventricular tachycardias, early alert of
the presence of acute myocardial infarction, arrhythmia classification for
appropriate therapy delivery, etc. They are also acquired during heart
surgery performed on patients with sustained atrial fibrillation (AF), which
is one of the most common heart disorders, to guide catheter ablation for
patients not responding to drug therapies [35].



Fig. 5. Typical block diagram used to perform ECG signal processing
for pathology diagnosis (adapted from [21]).

In the following section, we provide an overview of some of the main
techniques used for the first two tasks shown in Fig. 5: denoising and
waveform delineation (which requires performing R peak detection first).
Although EGMs are increasingly used in clinical practice, we will focus on
external ECGs, since they are still much more widely used on a daily basis.

1.2 ECG denoising

Since ECG signals are non-stationary by nature, noise removal is often a
challenging task. Moreover, it is important to notice that all the different
noises stem from various sources and are of different nature [23]. However,
some of the developed methods are based on standard techniques described
in courses appearing at B.Sc. and M.Sc. levels in most engineering curricula,
and can be implemented by students as part of standard assignments in these
courses. In this section, we review the most common noise types present in
ECG recordings, as well as the techniques used for denoising.

As mentioned for example in [36], we can separate the different noises
appearing in ECG recordings between low-frequency noises and high-
frequency noises. Among them, we can distinguish 4 types of common noises
of interest: baseline wander, electrode noise, electromyographic (EMG)
noise and power line interference. Baseline wander is a low-frequency
perturbation. It is characterized by a slowly-varying signal, on which the
actual ECG signal adds up. Partly caused by the respiration and slight moves,
it makes the localization of the QRS complexes more difficult. Fortunately,



its frequency range generally does not overlap with the P-QRS-T information
we wish to retrieve, and is usually below 1 Hz. Electrode noise is of
different nature. External ECGs are recorded by means of electrodes in
direct contact with the skin, creating a closed electrical circuit. During the
measurements, any movement leads to a change in the electrode-skin
impedance, and introduces additional perturbation, hence the name of
electrode noise. This type of noise is more problematic than baseline
wander, since its frequency range (up to 10 Hz) overlaps with the spectrum
of one of the waveforms of interest. Electromyographic noise appears often
during stress-tests, when the patient must run on a treadmill with increasing
speed until exhaustion. When doing so, muscles located beneath the
electrodes contract more often and stronglier than usual, and the electrodes
record this as well. This type of noise is called EMG noise. It has a high
frequency content, which is mostly higher than the spectral content of interest,
but may overlap with the high frequencies of QRS complexes. Eventually,
improper placement of the reference electrode and other high-power
electrical equipments may also generate a 50 Hz / 60 Hz (depending on the
electrical standards) perturbation in the recorded signal. This perturbation,
mainly caused by the electrical network, is called power line interference.
Note that non-portable ECG recording devices are sensitive to any
perturbations coming from the electrical network: the presence of additional
harmonics and overshoots also have an influence on the power line
interference. Fig. 6 shows three examples of noises and interferences (both in
time and frequency) taken from Physionet [20], whereas Fig. 7 shows an
example of an ECG signal, exhibiting both baseline wander and electrode
noise on its left part.



Fig. 6. Three examples of noises and interferences (both in time and
frequency) taken from Physionet’s MIT-BIH stress test data base [22, 37].

As we might infer, the different techniques available for denoising are
often noisedependent. However, we may classify them by their domain of
consideration (time or frequency), their flexibility (adaptive/non-adaptive,
user-defined or data-driven) and the level of investment required from the
students to understand and successfully implement them.

The easiest way to remove noises from ECG recordings is by the use of
linear, timeinvariant (LTI) filters [38]. This line of denoising methods is
usually the easiest to implement in a digital framework. For example,
baseline wander noise can be easily removed (at least partly) by means of a
high-pass filter, whose cutoff frequency is set based on physiological
knowledge: considering that the lowest heart rate during bradychardia can
drop to 40 beats/minute, a standard choice for the cutoff frequency is fc = 0.5
Hz, as detailed in [39]. Practical implementations include both Finite
Impulse Response (FIR) and Infinite Impulse Response (IIR) filters, and a
variety of methods are accessible either for undergraduate students in
Electrical Engineering, or graduates in other engineering fields [40, 41, 42].
The other important consideration is related to the properties of the group
delay response and, consequently, the choice of filter structure. Indeed, a
constant group delay (i.e., a linear phase [42]) is highly desirable in order to
prevent phase distortion from altering various wave properties of the cardiac
cycle, such as the duration of the QRS complex, as shown in [23, 40]. IIR
filters, on the one hand, can attain a good selectivity with a low filter’s order,
but usually have a non-constant group delay, and therefore need to be
designed using the zero-phase (forward-backward) filtering idea [43]. This
prevents their use for online solutions, but can be useful for offline
processing. On the other hand, a constant group delay can be easily attained



by designing an FIR filter with a symmetric or antisymmetric impulse
response. The price to pay for it is a filter with a (much) higher order than its
IIR counterpart. Detailed examples of LTI filters for baseline wander can be
found in [36].

Fig. 7. Example of noisy ECG recording with baseline wander and
electrode noise (from Physiobank’s MIT-BIH database - [22, 44]).

As aforementioned, the topics related to ECG denoising by means of LTI
filters do not necessitate additional knowledge besides what is commonly
taught at B.Sc. levels in Electrical Engineering. As a consequence, they make
perfect entry level assignments or semester projects in digital signal
processing courses, and can be presented to undergraduate students as
possible applications. Additional multirate filtering techniques exist for mid-
level topics of a DSP undergraduate course, as seen in [22]. A comparison of
the performances of different LTI digital filters is provided in [36].

The main advantage of LTI filters is their simplicity, when compared to
other denoising techniques. However, the filters’ parameters are difficult to
tune and to adapt for each kind of measurement. As discussed in Section 1.1,
new ambulatory cardiac monitors have been developed for continuous ECG
monitoring in recent years. These devices are portable and have an autonomy
that is increasing with the advance of lowpower micro-electronics.
Integration of microprocessors allows performing some embedded signal
processing and automatic interpretation. In ambulatory conditions, noise
increases with the higher levels of activity of the subjects. Adaptive filtering



solutions are based on a filter whose impulse response’s coefficients vary
with time, with the objective of keeping an error criterion minimal. This is
particularly useful when the noise is nonstationary, as it is the case with
ambulatory motion artifacts. However, a reference signal has to be recorded
in addition to the ECG. For power line interference, it is not needed, since
the morphology and frequency of the perturbation is known. For muscle
noise, several solutions have been proposed, as shown in [45, 46, 47].
Similarly, adaptive nonlinear filtering and extended Kalman filtering have
been suggested as an adaptive way to remove power line interference [48,
49, 50].

Since adaptive signal processing is a more advanced topic in the theory
of signal processing than standard LTI filtering, the description of these
techniques is typically out of the scope of basic DSP courses taken at
undergraduate level. However, it is possible to present them, either as part of
an undergraduate elective course dedicated to adaptive signal processing,
either at graduate level inside a course describing advanced topics of signal
processing. Comparing the performance of LTI and adaptive filters for the
removal of different types of noises and artifacts can be a good topic for an
M.Sc. thesis [51, 52]. Finally, note that the implementation can be performed,
for example, using Bitalino cards [32, 33, 34], which can be equipped with
electrodes for ECG measurements, as well as with an accelerometer and/or
EMG electrodes.

Another group of ECG denoising methods can be defined as regression-
based methods. A regression-based method will consider an ECG lead as a
noisy curve, and will try to estimate it accordingly. Numerous regression
methods exist, whether they be parametric (depending on a basis of known
functions) or nonparametric (fully datadriven), see for example [53].
However, since denoising consists in removing parts of the curve without
impinging the physiological characteristics of the ECG, most of the
regression-based methods developed rely on basis functions. Baseline
removal using regression techniques is indeed easy, since it is slowly
varying noise when compared to ECG pulses: for example, [54, 55] address
it by estimating the baseline with cubic splines, and subtract the obtained
estimator from the original signal. Similarly, the technique known as
estimation-subtraction method for power line interference removal [23] can
be seen as a regression-based method, using the cosines and sines of 50 Hz



as basic functions. This method can be used to remove power line
interference efficiently, as shown in [56, 57]. More recently, wavelets bases
have been introduced to represent ECG signals, and wavelet thresholding
methods have been successfully implemented to remove noise from ECGs, as
seen for example in [58, 59]. There exists a large literature on signal
denoising using wavelets, and we refer the reader to [60] for additional
insights on wavelets decomposition and wavelet-based denoising techniques.
One of the main advantages of wavelets bases for regression-based methods
is their flexibility. Indeed, since wavelets allow for a multiresolution
decomposition of the signal at hand, specific levels of the decomposition
provide insights on specific types of noises. However, one of the sensitive
points in this approach is the type of wavelet used, as well as the
thresholding strategy, which must be user-defined.

From the previous discussion, it appears that regression-based
techniques are not a good fit to be learned at an undergraduate level, since
the material involved in the understanding of these methods heavily relies on
estimation theory, and on wavelets, which are more advanced level topics.
Therefore, we recommend presenting these methods at a graduate level, and
for students whose background in statistics and estimation theory is solid
enough to handle the material. However, these methods can be implemented
at an undergraduate level, in the framework of a final-year project for
example, without putting too much emphasis on the theoretical material
involved.

1.3 QRS detection and waveform delineation
After denoising the ECG signal, the next step usually corresponds to the

extraction of the relevant P-QRS-T information. For this purpose, the first
stage is usually the location of the most prominent waveform in the ECG: the
R peak. After locating this peak, we can easily move backward and forward
to locate the Q and S peaks, respectively. Then, the P and T waveforms are
similarly located, but moving further away before the Q peak and the S peak,
respectively. Note that these waveforms are smoother and typically have
lower amplitude than the peaks in the QRS complex. Hence, their proper
location is more difficult, since they are more sensitive to noise and artifacts.
Finally, waveform delineation is performed: the onset and offset of all the
aforementioned waveforms are estimated. This is the most difficult task in



noisy ECGs, especially for the offset of the T wave, since it shows a very
slow decrease towards the isoelectric line [23].

Fig. 8. Typical block diagram used to perform R peak detection and
waveform delineation (adapted from [21]).

Fig. 8 in the previous page graphically summarizes the peak detection
and waveform delineation process, emphasizing the blocks that perform the
critical R peak detection stage:

• An LTI filtering stage (often composed of more than one filter),
designed to preserve the QRS complexes and remove all the
information not required for R peak detection: noise, artefacts and the
other low-frequency waveforms (P and T waves).

• A nonlinear transformation, designed to maximize the desired
signal to interference, noise and distortion ratio (SINAD). This
transformation can be either a simple memoryless (e.g., squaring or
taking the absolute value) operation or a more complicated
transformation with memory.

• A smoothing operation (e.g., averaging inside a fixed time window),
whose goal is to attain a single positive peak related to the R peak’s
position, so that the location of the R peak is simplified.

• A decision rule, designed to determine whether the detected peaks
correspond to R peaks or not. Typically, the decision is taken on a
peak-by-peak basis, but more complicated rules that involve several
peaks can also be considered.



The first algorithms for R peak detection were developed during the late
1960s and the 1970s. These methods were based only on LTI filtering,
without performing any non-linear transformation. Indeed, the first algorithms
relied simply on a differentiation filter to emphasize the rapidly changing
waveforms in the QRS complex [61, 62, 63]. Since the largest positive and
negative slopes (i.e., the largest positive and negative peaks in the
derivative) occur in the QR and RS segments, respectively, the zero crossing
in the derivative between these two peaks should correspond to the R peak.
Unfortunately, differentiation amplifies high-frequency noise, so it was soon
realized that a better performance could be obtained by combining a
differentiator with a low-pass filter [64, 65]. Note that many of these early
QRS detectors are only designed to detect the heartbeats, and precise
location of the R peak will require an additional time alignment stage [23].

As an illustrative example of this first category of methods, [64] assumes
a sampling frequency fs = 250 Hz, and uses a simple differentiator plus notch
filter (with the notch located at fc = fs/4 = 62.5 Hz), y[n] = x[n] – x[n – 4],
followed by a lowpass filter defined by the following differential equation:

z[n] = y[n] + 4y[n – 1] + 6y[n – 2] + 4y[n – 3] + y[n – 4].

The sequence z[n] is used as the input of the classifier, which is based on
two thresholds with equal magnitudes but opposite polarities (±γ). Firstly,
the sequence z[n] is scanned until finding z[n] > γ at some n=n*, then a search
is performed within the next 40 samples (160 ms), and the following
heuristic rule is applied to determine whether the detected sample
corresponds to an R peak or not:

• If no other threshold crossing occurs, then the sample is discarded,
since it probably corresponds to a baseline shift.

• The sample is classified as belonging to a QRS complex if any of
these conditions occur for 0 < j < k < m < 40:

z[n* + j] < – γ
z[n* + j] < – γ AND z[n* + k] > γ
z[n* + j] < – γ AND z[n* + k] > γ AND z[n* + m] < –γ

• If additional threshold crossings occur, then the sample is discarded,
since it probably corresponds to high frequency noise.



This algorithm is implemented in the SQRS function of Physionet’s
WFDB toolbox for Matlab and Octave
(https://archive.physionet.org/physiotools/matlab/wfdb-appmatlab/), and can
be easily included as part of a lab. assignment in a B.Sc. digital signal
processing or biomedical signal processing course (just like any other
method in this class), as it only requires basic programming skills and
knowledge of standard LTI filtering methods.

Then, in the late 1970s and the 1980s, more sophisticated algorithms that
included memoryless non-linear transformations and smoothing appeared.
These methods used either the absolute value or the square of the input
samples, followed by a moving average integrator that uses a rectangular
[66, 67] or a triangular [68, 69] window. The well-known Pan-Tompkins
algorithm [67, 70] belongs to this class. This method uses first a band-pass
filter, implemented using a low-pass filter with a cut-off frequency fc = 12
Hz,

y[n] = 2y[n – 1] – y[n – 2] + x[n] – 2x[n – 6] + x[n – 12],

and a high-pass filter with a cut-off frequency fc = 5 Hz,

y[n] = –y[n – 1] – x[n] + 32x[n – 16] – x[n – 32].

This is followed by a differentiator, which is defined by the following
differential equation:

Then, a point by point squaring, y[n] = (x[n])2, is performed to ensure a
positive output and emphasize the higher frequencies associated to the QRS
complex, and a moving window integration is applied:

The length of the integration window, N = 30 (i.e., 150 ms), is selected to
be equal to the maximum expected length of the QRS complex, so that the
three waveforms in the QRS complex are converted into a single peak at the

https://archive.physionet.org/physiotools/matlab/wfdb-appmatlab/


output. Finally, the classifier is based on an adaptive threshold that must be
crossed simultaneously at the filter’s output and the integrator’s output. An
eye-closing period corresponding to the refractory period and look-back
detection mode are also included in order to reduce the number of false
alarms and missed detections, respectively. See [67, 70] for further details
on the classifier.

A full implementation of the Pan-Tompkins algorithm is freely available
at Matlab Central
(https://www.mathworks.com/matlabcentral/fileexchange/45840-
completepan-tompkins-implementation-ecg-qrs-detector) [71]. This
algorithm is more challenging to program (due to the adaptive threshold, the
eye-closing period and the look-back detection), but could be included as a
final assignment for advanced B.Sc. or M.Sc. students. The available Matlab
version can also be easily used out-of-the-box in lab. assignments or
B.Sc./M.Sc. thesis which require QRS complex detection.

Methods based on nonlinear memoryless transformations and proper
classification rules, like the Pan-Tompkins algorithm, already provide an
excellent performance for QRS complex detection in clinical settings.
However, their performance can still be improved in ambulatory contexts
and most of the aforementioned methods do not address the precise
determination of the ventricular onset and offset (i.e., the beginning and end
of the QRS complex). More recently, other methods that use non-linear
transformations with memory have been developed. As an example of these
methods, [72] applies first an LTI low-pass filter with a cut-off frequency fc
≈ 16 Hz (assuming a sampling frequency fs = 250 Hz), described by the
following differential equation:

y[n] = 2y[n – 1] – y[n – 2] + x[n] – 2x[n – 5] + x[n – 10].

Then it applies the discrete-time version of the so-called curve length
transformation:

https://www.mathworks.com/matlabcentral/fileexchange/45840-completepan-tompkins-implementation-ecg-qrs-detector


Where Ts = 1/fs is the sampling period, and y[k] is the output of the LTI
low-pass filter. The sequence LM[n] is then fed to the block that implements
the decision rule, which is based on adaptive thresholding and local search
strategies, and returns the QRS onset and offset, as well as the R peak
location. See [72] for further information.

This algorithm is implemented in the WQRS function of Physionet’s
WFDB toolbox for Matlab and Octave
(https://archive.physionet.org/physiotools/matlab/wfdb-appmatlab/), and can
be easily included as part of a lab. assignment in a B.Sc. digital signal
processing or biomedical signal processing course.

Note that a huge number of QRS detectors have been developed in the
last 50 years. A review of some of the early methods (with an emphasis in
ambulatory settings) is provided in [73], whereas a more modern review
(2002), which also includes some of the early machine learning learning
approaches (e.g., artificial neural networks) that researchers have started
applying in this area, can be found in [74].

Regarding waveform segmentation and delineation, their goal is locating
all the other relevant peaks (P, Q, S and T) starting from the location of the R
peak, and determining their boundaries (onset and offset). ECG
segmentation/delineation is more challenging, due to the high variability in
the morphology of the QRS complexes, the low amplitude of the P waveform,
and the smooth transitions of the low-frequency waveforms (especially at the
offset of the T waveform). Typically, segmentation/delineation approaches
are based on a battery of LTI filters and transformations which are tailored to
each of the specific waveforms to be detected. The interested reader can
refer to [23, 75] for an account and comparison of several ECG
segmentation/delineation methods.

Note that many of the methods described in this section can be included
in lab. assignments in a biomedical signal processing course, and they are
also good candidates for B.Sc./M.Sc. thesis that compare several QRS
detection or ECG segmentation/delineation methods [76, 77] or as part of
other thesis that require fiducial point extraction of ECG signals [78]. The
methods in the first two classes simply require a background in basic digital
signal processing, while the methods in the latter class may require
knowledge of statistical signal processing and machine learning.

https://archive.physionet.org/physiotools/matlab/wfdb-appmatlab/


2 PCG signal processing

2.1 Introduction

In this section we present an introduction to the study of the heart’s
sounds. Auscultation with a stethoscope was the traditional way of
performing a basic analysis of the heart’s activity, just listening to the sounds,
in order to detect possible cardiovascular pathologies. From a simple
auscultation, a well-trained listener can anticipate abnormal cardiac
conditions, for example: arrhythmias, murmurs, different valve diseases
(including stenosis and prolapses), etc. So we can consider the study of heart
sounds as an essential first step, previous to further diagnostics and heart
examinations, to distinguish simple risk factors from more severe heart
diseases.

According to the World Health Organization (WHO), cardiovascular
diseases (CVD) are the first cause of death in the world, causing about 17.9
million deaths each year [79]. Most disorders of the heart, including
coronary and rheumatic heart diseases, can be detected prematurely in a
simple auscultation, so the study of the heart’s sound is now playing a
relevant role in CVD investigation.

The phonocardiogram or phonocardiograph is a recording of the heart’s
sound that allows us to apply digital signal processing techniques to get the
most important features of the sounds. Analyzing the obtained features and
applying automated segmentation and classification algorithms it is possible
to detect and identify abnormalities and problems in the proper functioning of
the heart, thus helping doctors in the diagnosis process [80]. Computer-aided
auscultation, along with digital signal processing, is making way for
countless improvements in the heart sounds analysis and can help us to
identify the presence of diseases that are not detected in a traditional
auscultation process, as murmurs related to aortic stenosis and other valve
pathologies.

The most common methods for the automated classification are based on
Neural Networks [81], Hidden Markov models [82], and Support Vector
Machines [83], but in recent years new approaches based on Deep Learning
and Artificial Intelligence are continuously being published [84, 85, 86],
highlighting the processing of spectrograms. Given the large number of



strategies proposed, some papers present reviews [87], in terms of
characteristics and performance, of the published algorithms, scoring and
ranking them.

2.2 The sounds of the heart

In order to get a clear idea of the problem of analyzing and processing
PCG signals, it is very interesting, at the beginning, to spend some time
listening to different records corresponding to all kinds of heart sounds,
including noisy and pathological ones.

In some databases we can find relatively clean signals with a perfect
sound for training health professionals in auscultation skills. It is very
interesting to hear this signals in order to prepare our ears for the noisy ones.
For example, in the online edition of the book “Teaching Heart Auscultation
to Health Professionals” we have access to 15 sounds (pathological and
non-pathological) in mp3 format, obtained with a sampling frequency (fs) of
11025 Hz [88]. If we want to listen to a normal heart, we can play the file
labelled as “adult-case-1” to hear a very clear sound corresponding to a 22
year old male. In the same way, the University of Michigan has a well-
illustrated small database named “Heart Sound & Murmur Library” [89],
where we can find 23 sounds obtained in three different auscultation areas
(apex, aortic and pulmonic), acquired using a sampling frequency fs = 44100
Hz. Other very interesting database can be found in the companion Web site
of the book “Auscultation skills: breath & heart sounds” [90], where we
can find more than 50 sounds of very good quality, recorded with fs = 48000
Hz. The records include voice comments at the beginning with useful
information about the pathologies. By listening to the 50 recordings, students
can obtain a very good understanding of the complexity of the scenario that
we are working on.

In Fig. 8 we can see the representation of the four heart sounds in the time
domain, altogether with the power spectrum of the whole signal. In general,
only S1 and S2 are considered, because S3 and S4 are very difficult to hear
in a normal auscultation. The succession of the S1-S2 cycles form the
characteristic lub-dub sound of a heart beating.



Fig. 8. Above: the four sounds of heart labelled with the
corresponding denomination. Below: Typical power spectrum of the heart
sounds.

In the sequel, we summarize the main characteristics of the PCG:
• Average heart sound durations: S1: [70–150] ms, S2: [60–120] ms,

S3: [40– 100] ms, and S4: [40–80] ms.

• Cardiac cycle period: 800 ms, systolic period: 300 ms, and diastolic
period: 500 ms.

• Frequency ranges: S1: [50–150] Hz, S2: [50–200] Hz, S3: [50–90]
Hz, and S4: [50–80] Hz.

• S1 appears at the beginning of the systole, and it is associated with
the vibrations produced by the closure of tricuspid and mitral valves.

• S2 occurs at the beginning of the diastole, with the closure of
pulmonic and aortic valves, and identifies the onset of ventricular
diastole and the end of mechanical systole.

• S3 occurs 120 ms to 180 ms after the onset of S2 and is produced by
a large amount of blood striking the left ventricle at high speed.

• S4 occurs 90 ms before S1 and corresponds to vibrations during the
final atrial contraction to force blood into the left ventricle. S3 and
S4 are low pitched and faint and may be pathological.



2.3 ECG and PCG

The electrocardiogram (ECG) and the phonocardiogram (PCG) are a pair of
signals clearly synchronized: the electrical activation leads to the mechanical
activity, that is, the opening and closing of heart valves and the contractions
of the atria and ventricles in systole and diastole. Combining these two
synchronous signals may improve the diagnosis of different pathologies, so a
multimodal database including synchronized recordings of both will be
perfect to understand the different heart sounds and identify them. The
PhysioNet/Computing in Cardiology (CinC) Challenge 2016 includes five
heart sounds databases with more than 3000 recordings, lasting from 5
seconds to just over 120 seconds [91, 92]. They were taken in different
environments, both clinical (mainly hospitals) and non-clinical (home visits),
and correspond to normal and abnormal sounds. The last ones can include
different pathologies, such as heart valve defects (mitral valve prolapse,
mitral regurgitation, aortic stenosis and valvular surgery) and coronary artery
diseases. In challenge/2016/training-a we can find files of two different
formats: .wav and .dat. The first one only contains the heart sounds sampled
at 2 kHz, while the latter format includes both ECG and PCG. It is very
interesting to observe the relationship of the two signals (acoustic and
electric), so we recommend using the .dat file to get the signals to process in
this section. We can find a third type of files with the extension .hea
containing additional information as, for example, whether the sounds
correspond to a normal heart or are pathological (abnormal).
The normal trigger for the heart to beat arises in the SA (sinoatrial) node, the
heart’s natural pacemaker. The SA node sends out regular electrical
impulses, causing the atria to contract and to pump blood into the ventricles.
The electrical impulse then passes to the ventricles through the AV node
(atrio-ventricular node). This electrical impulse spreads into the ventricles,
causing the muscle to contract, pumping blood to the lungs and the body.
Synchronized with this electrical activity, the different valves are opening
and closing, allowing blood to fill and empty the atria and ventricles, and
preventing it from flowing backwards during the isovolumetric contractions
and relaxations.
S1 appears 10-50 ms after the R-peak in the ECG, and coincides with the
beginning of ventricular systole. The first heart sound results mainly from the



closure of the mitral and tricuspid valves. In Fig. 9, M1 denotes the closure
of the mitral valve and T1 the closure of the tricuspid valve. After the closing
of the atrioventricular valves, the opening of the semilunar valves occurs: A1
corresponds to the aortic and P1 to the pulmonary. The sound for M1 is much
louder than for T1 due to higher pressures in the left side of the heart. S1
precedes a palpable carotid pulse.

The second heart sound, S2, is produced, basically, by the closure of the
aortic and pulmonic valves. A2 denotes the closure of the aortic valve, and
P2 the closure of the pulmonary valve. In general, A2 sounds louder than P2.
S2 indicates the beginning of isovolumetric relaxation of the ventricles and it
is very close to the T wave of the ECG, that is, the electrical repolarization
of the ventricles driving the mechanical relaxation. In normal conditions, the
S2 sound onset matches in time the T-wave offset and appears 280-360 ms
after the R-peak. Finally, M2 and T2 indicate the opening of mitral and
tricuspid valves, respectively.

Fig. 9. Joint representation of ECG and PCG signals denoting the
relationship between the electrical and the mechanical activity of the heart.

2.4 Automatic localization of heart beats

Over the years, a large number of methods have been proposed for the
automatic analysis and segmentation of the heart’s sounds, working both in
the time and frequency domains. In what follows, we describe a simple
approach to the detection of the sounds S1 and S2, which are the most
audible and relevant for the segmentation of the PCG signal. To illustrate this
point, we use some of the files available in challenge/2016/training-a [92].



The initial idea, to become familiar with the position of the sounds, is to take
advantage of the ECG signal associated to the PCG. Both signals are
provided in the records of the database. If we have the reference of the R
peak, the sound S1 must be the first one to appear in the PCG, and it will be
relatively easy to identify. The Pan–Tompkins algorithm is a well-known and
widely used QRS complex detector in the ECG (see Section 1.3), since it is
simple and robust, and it works very well under power line noise and
baseline wander artifacts, thanks to the LTI denoising filters and the adaptive
thresholds implemented [67, 70].
In Fig. 10 we have represented the waveforms corresponding to the last 10
seconds of the PCG and the ECG included in the ‘a0007’ recordings of
training-a. The black dashed lines indicate the position of the R peaks of the
ECG detected by running the Pan-Tompkins algorithm in Matlab [71]. We can
see that the algorithm has detected all the R peaks (indicated with yellow
lines) in the ECG despite the noisy conditions. Close to the yellow lines, the
sound S1 can be clearly identified.



Fig. 10. Joint representation of PCG, ECG, and the position of the R-peaks
detected using the Pan-Tompkins algorithm [67, 70].

In order to isolate and identify the S1 and S2 sounds, a typical approach
consists in using the five steps process depicted in Fig. 11. To accomplish
the initial task of locating the sounds S1 and S2 in the PCG, it is highly
recommended to apply an initial preprocessing filtering stage to eliminate
unwanted noises. Since the main spectrum of S1 and S2 lies around a central
frequency of 110-120 Hz, a band-pass filter with cutoff frequencies at 80Hz
and 150Hz will help to clean the original signal, facilitating the following
processing steps.

Fig. 11. Basic PCG signal processing for the identification of the sounds S1
and S2.

To avoid the delay and phase distortion introduced by nonlinear phase filters,
the output of the band-pass filter shown in Fig. 12 has been obtained
implementing a zero-phase filtering process. For example, if we are working
with MATLAB, the filtfilt function performs this task by processing the input
data in both the forward and backwards directions [43].



Fig. 12. PCG signals before (green line) and after (purple line) the band-pass
filter.

Once unwanted noises have been removed, the next step, as we see in Fig.
11, is to obtain the envelope of the filtered signal. The envelogram of x(t) is
defined as the magnitude of the analytic signal y(t) according to the following
expression [93]:

y(t) = x(t) + j xH (t),

where xH(t) is the Hilbert transform of x(t). In the time domain, the Hilbert
transform is defined as the following convolution:

In the frequency domain, the corresponding relationships are



XH(ω) = X(ω)[–j . Sig(ω)]

Y(ω) = X(ω)[1 + Sig(ω)]

The algorithm can be seen as a complex demodulation yielding a high
resolution envelope. Hence, it is clear that we can obtain y(t) as the inverse
DFT of a single band spectrum of x(t) containing only the values for ω ≥ 0. In
Fig. 13 we can see the envelope obtained after computating the envelogram.
The synchronized averaging of PCG envelopes is commonly used to detect
different systolic murmurs due to cardiovascular diseases and defects such as
aortic stenosis and mitral regurgitation.

Fig. 13. Envelogram corresponding to the filtered PCG. The black
line corresponds to the envelogram and the green one to the original PCG
sounds.

Before proceeding to peak detection, we need a smoother signal to avoid
mistakes with the maximum values that we can see close together in the



envelope of the same sound. At this point, the empirical mode decomposition
(EMD) can help us to extract the essential components [94] in order to
determine the time location of the first and second heart sounds. EMD
decomposes a signal into a set of simple oscillatory components called
Intrinsic Mode Functions (IMFs). This functions satisfy two main
properties: the number of local minima and maxima differs at most by one,
and the average value is zero. Once the decomposition process is completed,
the EMD algorithm produces a finite number IMFs and a residue, so the
original signal can be written in the form:

Here, L corresponds to the number of IMFs extracted and i indicates the
IMF’s order. High frequencies (fast oscillations) are present in the low order
modes (small values of i) while high order modes correspond to low
frequencies (large values of i). On the other hand, r(t) is the residual slow
trend monotonic function.

Obviously, superimposing all the computed IMFs and the residual we obtain
a perfect reconstruction of the original signal x(t), but what we really want at
this stage is a smoother signal to perform the peak detection easily. To obtain
this new signal at the output of the EMD block of Fig. 11, we simply add a
few of the central modes, avoiding IMFs with too high and too low
frequencies. More precisely, modes 3 to 8 have been added to obtain the red
line signal in Fig. 14. It is clear that we have used the EMD to carry out a
filtering process that gives us a very clear signal to identify the sounds S1
and S2.



Fig. 14. The red line (emd_3_8) represents the smooth signal
obtained after the addition of 3 to 8 IMFs of the EMD corresponding to the
envelogram. The green line is the original PCG.

The last step is quite straightforward: to detect the peaks we can use a simple
algorithm to look for local maxima points. The findpeaks function of
MATLAB works perfectly.
Finally, the discrimination between S1 and S2 must be done. To this end, we
have a wide range of strategies [95, 96], but for most signals S2 is closer to
the previous S1 sound than to the following S1. The classification of the red
peaks (S1) and the black peaks (S2) in Fig. 15 has been carried out
according to this criterion of proximity in time. We can see that the peaks in
this figure perfectly identify the sounds S1 and S2 of the original PCG signal.



Fig. 15. Representation of the final peaks detected and classified with
the algorithm of Fig. 11.

Note that the algorithm described in this point is just a simple first approach
to the localization and classification of heart sounds, but the results are good
enough as a starting point. Signals especially noisy and full of artifacts will
require more complex signal processing techniques. Once more, the methods
described in this section are ideal for lab. assignments in biomedical signal
processing courses or B.Sc. thesis [97, 98], since they only require some
programming expertise and basic signal processing knowledge.

3 Discussion

In this chapter, we have summarized first the main characteristics of the
two main biomedical signals that are used to diagnose cardiac pathologies:
the electrocardiogram (ECG) and the phonocardiogram (PCG). On the one
hand, the ECG is the most widely used biomedical signal and should be a
central part of any biomedical signal processing course. On the other hand,
the PCG is also widely used, but digital signal processing techniques have



only recently been applied to it. However, given its complementary nature
with respect to the ECG, we believe that it is also a worthy signal that
deserves a place in a biomedical signal processing course. In the case of the
ECG, we have focused on the two tasks that must always be performed
regardless of the application: denoising and QRS complex detection.
Regarding the PCG, we have focused on the automatic location of heart beats
and the identification of the S1-S2 sounds. In both cases, we have tried to
emphasize the knowledge required by the students in order to perform lab.
assignments or develop B.Sc./M.Sc. thesis in this field.
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Abstract. Biometric recognition refers to the identification of a subject through some characteristic
physical or behavioral feature. Some of these traits (like fingerprints) have been used for a long time to
identify individuals, while others (like facial or iris recognition) are becoming increasingly more popular.
The electrocardiogram (ECG) is a biomedical signal that is always present when the subject is alive and
which has been considered in biometrics during the last 20 years. In this book chapter we perform an
introduction to biometrics, the ECG and biometric recognition systems first. This is followed then by a
brief description of the two main blocks from a signal processing/machine learning point of view: the
feature extractor and the pattern matcher/decision rule.
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1 Introduction

1.1 Biometrics

Recognizing the identity of individuals is an intrinsic characteristic that
humans use without even emerging to consciousness. Identifying individuals
is a basic ability needed for social interaction that takes as inputs external
information, such as the face image, the speaker’s voice or the gait.

The study of human characteristics has always been of interest in
different knowledge areas with many different applications. During the latter
19th century a growing interest emerged, but it was not until the 20th century
that biometrics was first used. The term was initially related to the study of
massive biological phenomena and the derivation of knowledge by means of
statistical methods in the field of evolutionary biology [1]. The last quarter of
the century saw how the term biometrics changed its meaning until it got its



contemporary significance: “the quantification of unique distinguishing of
individuals for the purpose of individual personal identification” [2].

Biometrics is founded on a generally accepted principle of immutability,
affirming that some specific traits produced by a human can be quantified and
then compared with new obtained samples of the same traits and individual,
experiencing only minor changes between them. It is generally accepted to
use the term pattern when referring to a quantified trait sample. Recognizing
individuals by means of pattern-matching problem solving is commonly
referred as biometric recognition.

As awareness increased about the potential applications of biometrics,
the interest in the subject grew dramatically during the last two decades;
altogether with increased availability of sensors and data processing
capacity. A simple evidence of the previous assertion is presented in Fig. 1,
where a dramatic increase in the number of citations associated with the term
“biometric identification”, found in the Web of Science Core Collection
since 1995, is shown.

Fig. 1. Number of citations associated to the term “biometric identification”
found on the Web of Science Core Collection since 1995.



Biometric recognition, considered as the recognition of individuals,
particularizes in two alternatives. On the one hand, recognition is referred as
identification when the problem to solve consists in determining the
individuals’ identity that originated a set of patterns by considering all
possible identities as feasible. On the other hand, when identification
considers only a claimed identity as possible, recognition is referred as
identity verification.

Three basic methods have been described for individual identification:
demonstrating the individuals’ possession of some physical (or logical)
token, providing a proof that the individual possesses a unique knowledge or
by means of individuals’ intrinsic, biometric personal traits (biological,
physical and/or behavioral). The referred mechanisms are commonly called
ownership, knowledge and inherence respectively. Providing proof of the
possession of a token, whether physical or logical, is referred as ownership-
based identification. A physical key needed to open a padlock or an
authentication key stored inside a SIM card that enables a subscriber to
associate with a network are both simple examples of ownership-based
identification methods. Knowledge-based identification, on its side, can be
experienced when a numeric combination is used to open a padlock or when
a digital signature is made public after being generated from a private key in
a cryptosystem. Both previously presented identification mechanisms rely on
the capacity of the individual to manipulate extrinsic tokens. Biometrics-
based identification differs from the previously shown mechanisms in the
fact that it does not rely on extrinsic elements for identification, but only
depends on the inherent capacity of the individual to generate unique trait
samples that can be the subject of quantification and matching. Both
ownership and knowledge-based mechanisms have been subject of criticism
[3], as physical and logical tokens can be subject of disclosure or stealing
that can result in impersonation and illicit use. On its side, biometrics-based
identification is not subject of the mentioned vulnerabilities, so no special
risk mitigation systems are required. The fact that no special protection
measures are needed on the individuals’ side when considering adopting
biometrics for identification makes this option specially interesting. Whereas
biometrics provide solid advantages in specific identification scenarios,
criticism for its use still exists when taking into account different evaluation
criteria for identification schemes [2] [4].



1.2 The electrocardiogram

The electrocardiogram (ECG) consists on capturing the electrical dynamics
of the heart. The dynamics registration is usually performed by means of non-
invasive electrodes that are placed in direct contact to the skin on the body’s
surface. The captured variations in potential between electrodes are
recorded, where those variations are created by cardiac cells forcing other
cells to contract. Even though in the late 19th century technical development
enabled for the registration of the low level of potentials generated by the
heart, it was not until the first quarter of the 20th century that the ECG
registration techniques dramatically developed and widespread adoption
began. A number of clinical applications of the ECG have been identified
since then, and health has remained its most relevant area of application [5].

The main objective of the heart is pumping blood throughout the body to
deliver oxygen to its cells. As depicted in Fig. 1(a), it is divided into two
sides, right and left. Each side pumps blood belonging to a different
circulatory system and both work rhythmically synchronized. Each side is
divided into two chambers: the atrium, where blood enters, and the ventricle,
that forces blood to circulate through the body.

Fig. 2. a) Schematic diagram of the heart. "File:Diagram of the human heart
(cropped).svg" by Wapcaplet is licensed under CC BY-SA 3.0. b) Schematic
of the heart conduction system.



"File:ConductionsystemoftheheartwithouttheHeart-en.svg" by Madhero88
and Angelito7 is licensed under CC BY-SA 3.0.

The blood is forced to circulate in a determined direction by means of
valves: the atrioventricular valves, that set the boundaries between the atria
and the ventricles, and the pulmonary and mitral valves, placed between the
ventricles and the pulmonary artery and the aorta, respectively.

The walls of the heart are composed of muscle cells, the myocardium,
enclosed into an outer protective layer, the pericardium. The myocardium is
capable of contraction, reducing its enclosed volume and resulting in blood
being pumped into the pulmonary artery and aorta. The myocardium’s
contraction is driven by electrical impulses that propagate by means of
specialized myocardium cells that conform a network called the conduction
system, depicted in Fig. 2(b). Physiological myocardium relaxation follows
the contraction, and the process starts again, forming what is called a cardiac
cycle. In normal conditions, the cells in the sinoatrial node start the cycle by
spontaneously generating an electrical impulse (called electrical wavefront)
that propagates into the atrioventricular node and forces contraction of the
atria. After a delay, the signal propagates through the His bundle and into the
Purkinje fibers, forcing the ventricles to contract subsequently. This is known
as the activation phase, which is described as depolarization in electrical
terms. The recovery phase follows activation and it is characterized by a fast
repolarization of the cardiac cells.

The most common ECG registration configuration, known as the 12-lead
ECG, uses 10 electrodes that are placed in standardized body positions on
the skin’s surface, as shown in Fig. 3. The precordial leads are a group of six
electrodes, identified as V1 to V6, placed on the chest. Being close to the
heart, they provide detailed information on its electrical activity, taking as
reference the Wilson central terminal, corresponding to the average tension
values recorded by the right and left arm and the left leg. The bipolar limb
leads are used to record the cardiac potentials on the frontal plane.



Fig. 3. Electrodes placement in the 12-leads ECG recording. a) Precordial
leads. b) Bipolar limb leads. Source Wikimedia Commons.

The signals received by the electrodes result in 12 ECG signals called
waves. A common ECG wave, depicted in Fig. 4(a), shows the activity of
atrial depolarization as the P wave, while ventricular depolarization is
reflected by the QRS complex. The T wave represents ventricular
repolarization. The amplitudes of waves are measured with respect to the so-
called isoelectric line reference, considered just before the QRS complex.
The ECG recording equipment must provide a high gain, altogether with a
large dynamic range, because the ECG wave can present maxima and minima
in the microvolts range, but it can also attain amplitudes higher than one Volt.
Additionally, the isoelectric line, also called baseline, can show a wandering
effect of up to one Volt. Fig. 4(b) shows an actual ECG wave sample
corresponding to the precordial lead V4 of a subject from the Physikalisch-
Technische Bundesanstalt (PTB) database [6] available on PhysioNet [7].



Fig. 4. a) Simplified representation of an ECG wave. Source Wikipedia
Commons, Created by Agateller (Anthony Atkielski). b) Actual ECG wave
without wandering effect.

2 Biometric systems

A biometric system is designed for the resolution of the personal
identification of individuals, or the validation of their claimed identities, by
considering the acquisition of one or more quantified physiological and/or
behavioral traits [8]. Once this information is considered, an output is
generated that consists in a probable identity, or an assessment on the
claimed identity, for identification and authentication, respectively [9].

As previously stated, biometrics rely on solving a pattern matching
problem for identification or authentication. The patterns (alternatively
referred as templates) have to be obtained from the set of users of the
biometric system in order for the system to take them into consideration.
Obtaining patterns from the users of the biometric system and storing them
into a pattern storage system for further use is commonly referred to as the
enrollment process. A basic enrollment process is depicted in Fig. 5.



Fig. 5. Biometric enrollment process.

The future user of the biometric system lets the biometric user interface
acquire one or more specific personal traits that are quantified into samples.
The obtained samples are then used as the input to the features extractor, that
extracts unique features from them, called patterns. Finally, the pattern (or
patterns) obtained corresponding to the future user are stored, altogether with
the verified identity of the user, that, from this moment, can be considered a
user of the biometric system.

When the pattern storage contains the intended set of users’ patterns, the
biometric system can be used for identification or identity verification. Fig. 6
shows a simple biometric system for identification.

Fig. 6. Biometric identification of an enrolled user.



The identification process starts analogously as the enrollment: the user
of the biometric system lets the biometric user interface acquire one or more
specific personal traits that are quantified into samples; those samples are
subsequently the subject of the features extraction process in order to obtain
a pattern. At this point, the pattern is matched with the existing patterns in the
pattern storage system, producing a number of pattern scores that are used by
the decision stage, altogether with a configurable decision threshold, to
output the most likely identity.

The authentication process is similar to identification, as can be seen in
Fig. 7. The personal traits are processed as in the case for identification, but
in this case the user claims for an identity. The claimed identity permits the
system to identify the pattern (or set of patterns) that corresponds to it in the
pattern storage system and the matching is performed exclusively against it,
resulting in a single matching score. Altogether with the decision threshold,
the score match is used to output a positive or negative identity
authentication.

Fig. 7. Biometric authentication of an enrolled user.

In the following two sections we briefly review the two key blocks in
any biometric recognition system: the features extractor, and the pattern
matcher and decision rule.

3 Feature extraction



From a machine learning point of view, feature extraction refers to the
process where the most relevant characteristics are obtained from the data.
Ideally we would like to be able to extract a minimal set of independent
features that include all the relevant information (for the following pattern
matching and decision blocks) which is contained in the data. In biometric
recognition, feature extraction approaches can be classified in three large
groups:

• Fiducial methods: These methods are based on the location of
several prominent and physiologically relevant points in the
biomedical signals of interest. After locating these fiducial
points, features are typically computed on the basis of their
(relative) locations and amplitudes.

• Non-Fiducial methods: These methods do not require the
location of any relevant samples in the signal of interest. They
rely on performing some transformation of the data (possibly after
dividing the signals in arbitrary segments of fixed length) and
computing the features in the transformed space.

• Semi-Fiducial methods: A very small set of easy to compute
fiducial points (e.g., 1 or 2) are extracted in order to perform the
signal segmentation and then the features are computed by
applying some transformation as in non-fiducial methods.

In the sequel, we briefly review these three approaches.

In ECG-based biometric recognition, fiducial methods locate first the R
peak associated to each heart beat (the most prominent waveform, as shown
in Fig. 4), and then perform waveform delineation (see Chapter 10) to
determine the location and duration of all the other relevant waveforms (P-
QRS-T) in each cardiac cycle. Once this information has been obtained, the
most widely used features correspond to the duration of the different
waveforms and clinically relevant intervals. However, features related to the
amplitude of the different peaks and other aspects of the P-QRS-T waves can
also be used. Indeed, the first ECG-based biometric approaches used a
mixed set of 30 features which were a combination of temporal features (9),
amplitude features (13) and others (QRS wave area, T wave morphology, ST
segment slope, etc.) [10, 11]. A similar approach was followed by other



authors in the following years: [12] used 4 temporal and 3 amplitude
features, while [13] used 13 temporal features, 4 amplitude features and 3
angular features. However, in 2005 Israel et al. proposed a set of 15
temporal features that have been extensively used since then [14], and which
are shown in Fig. 8. A few years later, Wang et al. proposed a set of 6
amplitude features that measure the difference in amplitude among the
following points [15]: PL’, PQ, RQ, RS, TS and TT’. Although many other
features based on fiducial points have been proposed, altogether the 15
temporal features proposed in [14] and the 6 amplitude features from [15],
have become a de facto standard feature set in many fiducial ECG-based
biometric approaches. Fig. 9 shows these 21 features.

A related and very relevant topic for fiducial ECG-based biometric
approaches is dimensionality reduction. The aforementioned temporal and
amplitude features are based on physiological criteria, and they are heavily
correlated. Consequently, using them directly as the input of the pattern
matching/decision stages usually leads to a suboptimal performance and an
unnecessarily high computational cost. Dimensionality reduction approaches
typically select either a subset of the most relevant features or a reduced
number of linear combinations of features to optimize the performance and
reduce the computational/storage burden. The first approach is also known as
feature selection and is used, for example, in [10, 11], where features with a
high correlation with other features are removed, thus reducing the number of
features used from 30 to 12. A second example of this kind of strategy is the
one applied in [14], where a stepwise canonical correlation procedure,
based on Wilk’s lambda, is followed. Regarding the second approach, the
most common procedure to obtain a reduced number of linear combinations
of features is principal component analysis (PCA). This method is applied,
for example, in [16].



Fig. 8. Temporal features proposed in [14] and frequently used in fiducial
methods.



Fig. 9. Temporal and amplitude features frequently used in fiducial methods
15. Features 1-15 are the temporal features shown in Fig. 8 14, whereas
features 16-21 are amplitude features 15.

Non-fiducial methods for ECG-based biometric recognition were
initially proposed by Plataniotis et al. 17. Their proposed approach consists
in taking segments of fixed length of the ECG (typically 10 seconds),
performing their normalized autocorrelation (AC), which is unique for each
subject, and then applying the discrete cosine transform (DCT) in order to
obtain just a few non-zero coefficients (i.e., relevant features). This approach
was further investigated in 18, and a comparison with the fiducial approach
described above was performed in 15. Non-fiducial methods can be more
robust than fiducial approaches and require less computational cost, since
they do not depend on the location of fiducial points, which is
computationally demanding and difficult for noisy signals. However, further
research is required to show their scalability to larger data bases, for
example.



Finally, semi-fiducial ECG biometric approaches can be devised by
using the location of the R peak (which can be easily and quickly located) for
waveform segmentation, and then applying the AC/DCT approach described
above or any other non-fiducial method.

Note that a fourth alternative has recently emerged. Several researches
have proposed the application of deep learning approaches to ECG-based
biometrics during the last few years. In this class of methods, the separation
between the feature extraction and the pattern matching/decision stages
disappears. Typically, the deep neural network (DNN) receives the raw data
(formatted in some appropriate way) as the input, performs some internal
dimensionality reduction and feature extraction automatically in some
complicated and non-linear way which is difficult to interpret, and provides
the matching score at the output. A brief account of several proposed DNN-
based approaches for ECG biometric recognition is provided at the end of
the following section.

4 Pattern matching and decision

As it was described in the previous section, patterns can be obtained
both taking into account specific time-domain features or by considering
frequency-related ones. Regardless of the considered features, patterns are
presented as vectors that are used by the pattern matcher and decision
subsystems in order to output a probable user identity or an assertion of
authentication. The two referred subsystems have been described separately
for the sake of clarity, but in some cases their actual implementations do not
pose strict boundaries between them, as already mentioned in the case of
DNNs.

Pattern matching represents the capability to compare patterns and obtain
a quantification of their similarity, usually referred to as a score match.
Strictly related to this concept lays the idea of pattern recognition, which
involves the problem of searching regularities in data that can be used, for
instance, to categorize it. A simple approach to the problem consists in
creating mainly heuristics-based algorithms that rely on the ability to take all
relevant features into consideration, but most of the times this method is
simply not feasible. A more generic approach can be taken by using a



machine learning paradigm 12. A sufficiently large set of n patterns {x1, ...,
xn}, called training set, is initially used to learn the parameters of an
adaptive model. The training set is usually fed with patterns obtained during
the biometric enrollment process, in this mode each pattern xi is directly
related to a known user of the system. Multiple patterns from a single user
can be used in the training set, and all of them are considered to belong to the
same class (also called category). Therefore, in a training set with n
patterns, k discrete classes exist {C1, ..., Ck}, one for each single user of the
biometric system.

The class to which a single pattern belongs can be represented by means
of a target vector t. The training process (also commonly known as learning
phase) consists in establishing the parameters of an adaptive model taking as
inputs the training set and the set of target vectors of every single training
pattern in the training set. Training with the aforementioned input data is also
referred to as supervised learning. The outcome of the training process is a
set of parameters for the adaptive model that can be expressed as a function
y(x) such that, given an input pattern x, a corresponding target vector y is
obtained with the same format as the target vectors used during training. The
recognition process naturally uses different patterns other than the ones used
in training and target vectors are obtained that identify concrete classes. This
fundamental capability of the trained models is known as generalization.

As previously stated, the matching and decision stages cannot always be
independently treated when it comes to solve decision problems. Indeed,
three different approaches based on multivariate statistical methods have
been identified for solving them 12:

1. Generative models: These models use the posterior class
probabilities that a pattern x belongs to a particular class Ci,
p(Ci|x), calculated using the Bayes’ theorem,

after inferring the class-conditional densities p(x|Ci) and p(Ci)
from the training set data. After determining the posterior class



probabilities, they use decision methods to finally decide what
class x belongs to.

2. Discriminative models: They use direct inference of the
posterior class probabilities, p (Ci|x), and then use decision
methods to determine what class x belongs to.

3. Discriminant functions: These methods aim to define a function
f(x) that maps each pattern x to a class label. This approach is
characterized by joining the matching and decision processes into
one single stage.

Different approaches have been followed in actual ECG-based
recognition problems to date. Relevant works are presented here attending to
the classification techniques they use.

Linear Discriminant Analysis (LDA) for classification 12 was taken as
the classification technique in the works of Shen et al. 20 and Israel et al. 14,
while Quadratic Discriminant Analysis (QDA), on its side, was selected as
classifier by Sarkar et al. 21.

A number of non-conventional different methods have been tried too.
Wang et al. 15, as well as Agrafioti et al. 22, used Nearest Neighbor (NN)
classification with the Euclidean distance for similarity quantification.
Suppor Vector Machines (SVMs) 23 have been used as classifiers in the
works of Choi et al. 24, Chu et al. 25 and Liu et al. 26.

Meltzer et al. 27 compare the most common conventional and non-
conventional classifiers (LDA, Quadratic DA, kNN 28 and multiclass SVM
2930) applied to selected sets of ECG fiducial features in terms of their
resulting confusion matrix derivations.

Special interest exists lately in the use of deep learning techniques for
ECG recognition, which represents an interesting alternative to both widely
used multivariate statistical and other non-conventional techniques: Hong et
al. 31, Labati et al. 31 and Zhao et al. 33 are some examples of recent
developments that use the aforementioned technique.

5 Discussion



In this book chapter we have briefly reviewed some of the main aspects
related to ECG-based biometric recognition. Our main goal has been
describing the potential of the ECG signal as a biometric trait, defining the
structure of the typical systems required for enrollment, identification and
authentication, and providing an overview of some of the key blocks in any
biometric system. Several reviews of ECG-based biometric systems that go
beyond the scope of this book chapter have been published during the last
few years 343536. However, there are still many open issues that need to be
addressed:

• The availability of public databases with a large number of
individuals. So far the most commonly used are the following
ones: MITDB, MIT-BIH, ECG-ID, CEBS-DB, Long-Term ST
Database, MIT-BIH Noise Stress Test Database, MIT-BIH
Supraventricular Arrhythmia Database, PTBDB, and CYBHi.
However, none of them is large enough to test the scalability of
current ECG-based biometric systems to large populations of
individuals.

• The robustness of current ECG-based biometric systems with
respect to noise, healthy and unhealthy patients (i.e., patients with
some kind of pathology), intra-class ECG effects (e.g., sporadic
pathologies, aging or changes in physical condition), etc.

• The practical implementation of ECG-based biometric systems:
privacy issues (which is particularly relevant in this case, as the
ECG can expose pathologies from the individuals making use of
this system), low-cost devices for ambulatory measurement of the
ECG signal with a proper quality level, combination of ECG-
based biometry with other types of biometric recognition (e.g.,
fingerprints) for increased robustness, etc.

A basic introduction to the topics of ECG-based biometrics and biometric
systems can be provided in any 3rd or 4th year biomedical signal processing
course, or as part of a larger biometric recognition course, at the B.Sc. level
regardless of the background of the students. However, a more detailed
analysis of the feature selection, pattern matching and decision rules applied
requires knowledge of statistical signal processing and machine learning
concepts and is more appropriate for the M.Sc. level. ECG-based biometric
recognition is also a good topic for B.Sc./M.Sc. thesis 3738.
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1 Introduction

The development of information technologies in the field of medicine
provides new opportunities for the creation of modern biomedical systems,
in particular, cyber prostheses and wearable devices for monitoring
indicators of the physical condition of patients [1-2]. Nevertheless,
improvement of their functions, form, weight, dimensions, appearance and
control algorithms remains a challenge [3].

It is known that prototyping has become an integral stage of the modern
computeraided design process, especially in the context of reducing the time
and financing of production with the simultaneous requirement to ensure the
quality of the finished product. Today prototyping is the name of several
related technologies that can be effectively used in the design of biomedical
systems [4-5].



In particular, virtual prototyping can be distinguished, in which a visual
model of the digital twin of a designed object is created and studied, and
physical prototyping, in which a full-scale model is created and studied.

The application of modern prototyping technologies helps to save time
and money on development since it allows to identify unwanted errors and
optimize the parameters and characteristics of biomedical products at the
early stages of project implementation. Therefore, the study of these
technologies is an urgent educational task.

2 Development of the Prototype of Cyber Prosthesis

2.1 Criterias of cyber prostheses design

The authors of work [6], have tested a big amount of cyber prostheses and
identified three groups of criteria for their development. They are Durability
/ Cycle of use, Physical properties and Actuation or executive properties
(Fig. 1). Developers have to find a compromise between these groups of
criteria, so the design process for cyber prostheses is quite long, and their
cost is too high for most people.

Fig. 1. The groups of criterias for cyberprostheses development.



2.2 Technologies and tools for prototype development

The diagram of the activities of the developers of the cyber prosthesis of the
human upper limb using virtual and physical prototyping is presented in Fig.
2. The design process includes the creation of mechanical and electronic
parts of the prototype and the development of a software.

The stages of the development of the mechanical part of the cyber
prosthesis prototype are:

• Digitization with a scanner (for example, Gotcha) of the patient's healthy
limb to obtain a general view of the 3D model of the hand and its
dimensions (Fig. 3).

• Work in the CAD-environment on the creation of separate mechanical
parts of the cyber prosthesis and the general assembly unit, taking into
account the kinematic properties of the future product.

• Printing of individual mechanical parts using a 3D printer (for example,
LeapFrog Creatr HS) and assembling a physical prototype [3].

The stages of the development of the electronic part of the cyber prosthesis
prototype are:



Fig. 2. The diagram of designers of cyber prosthesis prototype activities.



Fig. 3. Scanning process of human upper limb.

• Analysis and selection of electronic components.
• Connection of electronic components and their installation into the

finished mechanical part of the prototype.

The development of the software for the cyber-prosthesis prototype
functioning may begin immediately after the selection of electronic
components as it related to certain development environments (for example,
Arduino IDE), as well as software libraries associated with specific
components (for example, Servo). The choice of electronic components is
also important for the mechanical part of a cyber prosthesis design as it
determines the size of the places for their further installation.

The main stages and steps of information technology for creating a
mechanical part of a cyber prosthesis prototype are shown in Fig. 4.

At the first stage, based on the principles of hierarchy and
decomposition, a structural diagram of the mechanical part of the cyber



prosthesis is developed (Fig. 5). It contains separate parts (fingers, palm,
base of the thumb) and an assembly subunit (the palm + base of the thumb).

PTC Creo Parametric software can be recommended for virtual
prototypes of cyber prostheses construction creation and investigation as it is
one of the eight best CAD environments in the world according to [7]. The
system has powerful functionality and provides an intelligent design and
parametric modeling environment.

Tabular parameterization can be used in the computer-aided design of a
cyber prosthesis to quickly build models of similar parts (fingers) based on
one parametric description. For its realization, a table with sizes and
simplified equations for model parameters calculation should be
implemented in the Creo environment.

Fig. 4. Information technology for creating a mechanical part of a cyber
prosthesis prototype.

After the creation of the files with 3D models of all five fingers and a palm
in Creo Parametric, it is possible to develop the 3D model of the entire



assembly (Fig. 6). First of all, it is convenient to apply all fingers for 3D
printing at once instead of each finger separately (Fig. 7), as well as to
evaluate how the artificial hand will look in the final.

Fig. 5. Structure diagram of the mechanical part of the cyber prosthesis
prototype.



Fig. 6. Parts and assembly of cyber prosthesis virtual prototype in PTC Creo.

Fig. 7. Development of cyber prosthesis virtual model in PTC Creo.



2.3 Manufacturing and testing the physical prototype

After the development of the 3D models, STL files can be generated in the
PTC Creo environment, that are the input data for the Simplify3D software.
This software performs 3D model slicing for the 3D printing process, as
well as setting the printing parameters (Fig. 8). The mechanical parts of the
designed physical prototype (fingers, palm, base of the thumb) can be made
using FDM (Fused Deposition Modeling) additive technology. As a material
for printing on the printer LeapFrog Creatr HS, ABS plastic is used, which is
resistant to adverse operating conditions, is not toxic and has a low cost.

Arduino Nano board, Arduino Nano Shield V3.0 expansion board and
Tower Pro 9g SG90 servo motors can be selected as components of the
electronic part of the prototype. The electronic components are connected
and positioned on the mechanical basis of the prototype (Fig. 9).

The software developed in the Arduino IDE realizes the control of five
fingers flexion and extension. Library Servo was used and special software
components were developed for the functioning of the control program.

Functional testing is carried out according to different scenarios to check
the performance of the cyber prosthesis prototype, as well as comparison
with a digital twin is performed to check the conformity of shape and size
(Fig. 10).

Therefore, the technology of complex virtual and physical prototyping
using parametric modeling allows to quickly design and investigate a
prototype of a future biomedical product to search errors and optimize design
solutions.

In the future, it is possible to add sensors to control the force of pressure
of parts of the prosthesis on an object during gripping, as well as to expand
the list of achievable grips to improve control algorithms.



Fig. 8. Preparation of virtual prototype in Simplify3D for next 3D printing.

Fig. 9. Physical prototype of the cyber prosthesis.



Fig. 10. Testing of the prototype of cyber prosthesis.

3 Development of the Prototype of Paramedical Bracelet

3.1 Wearable Devices Usage

Today, not only professional medical equipment but also popular wearable
devices and corresponding mobile applications are actively used as means of
indicators of the physical condition of people (temperature, heart rate, blood
oxygen saturation, blood pressure, etc.) monitoring [8-9]. Bill Gates called
the application of wearable devices for monitoring cardiac activity one of
the most important technologies in 2019 because their usage allows to
identify timely a critical state of a person and help to avoid consequences
[10]. The existing wearable devices can be classified based on their
function, appearance, proximity to the human body, and other parameters.
Fig. 11 shows the classification of wearable devices according with
investigations [2].



Fig. 11. Classification of wearable devices.

Wearable devices with various sets of sensors are already used in medicine,
sports and security. They allow to notify about dangerous situations and to
control physiological parameters and symptoms. This technology has
changed the approach to health care, as it made it possible to monitor the
patient state without hospitalization continuously. Through the activity
tracker, medical professionals can access information about the patient's
body temperature, heart rate, brain activity, muscle movement, and other
data. Most of the existing wearable devices are aimed at multifunctional
usage, including communication. Many of them have disadvantages, which
can be associated with high cost, redundant or insufficient functionality, low
accuracy, as well as with certain features of application. Most of them are
focused on individual usage and self-diagnosis. The monitoring data is
displayed and stored locally, so it can’t be used to transfer it to the
information network of a medical institution for quick response and
emergency assistance or prescribing treatment. The existing wearable
devices use applications created by the manufacturer of the respective device
and the possibilities of their customization are not provided.

Therefore, the development of a prototype of an inexpensive wearable
device for remote monitoring of indicators of a person's physical condition,
which can be integrated into the information system of a medical institution,
is an urgent practical task.

3.2 Approache to Monitoring System Realization

It is known, that Wi-Fi technology refers to WLAN (Wireless Local Area
Networks, IEEE 802.11) which are used for connection of personal



computers and devices wirelessly (Fig. 12). The main advantages of WLAN
are the prevalence of technologies, a significant coverage area and high data
transfer rates [11].

Fig. 12. Classification of wireless technologies.

Wi-Fi technology, due to its characteristics and existing implementation
possibilities, can be successfully used in medical institutions to create an
information system infrastructure.

Unlike a common Wi-Fi system, which consists of a router and several
repeaters, the Mesh system provides efficient data transmission over a
modular connection without losing speed. Also, the Mesh system provides
better stability of work due to the creation of a "seamless" architecture
because when using a router and repeater, you still need to disconnect and
establish a new one with a new device. The advantages of the Mesh system,
in particular the large coverage radius and seamless roaming of the network,
determine the relevance of its application.

For trouble-free functioning of the monitoring system, all devices must
always be online to ensure reliable data transfer to the server. Therefore,
various solutions for automatic connection of access points to the Internet
were analyzed, which can be simply implemented based on available
resources. The first option is based on the usage of multiple access points
throughout the hospital. The second option is based on the implementation of
the Mesh network. The third option is a hybrid organization of the



information system for collecting and transmitting medical data. It is more
reliable due to the usage of an additional connection option in case the
patient leaves the range of the Wi-Fi access point, or the access point does
not work (Fig.13). As soon as the patient disconnects from the Wi-Fi hotspot,
the monitor sends a request to neighboring devices to switch to Mesh mode
to transfer data through the nearest neighbor connected to the Wi-Fi hotspot
[8].

Fig. 13. Variants of medical information system organization based on
multiple routers (a) and Mesh network (b).

The implementation of a hybrid option based on a seamless network and the
usage of perspective algorithms for network self-organizing and finding the
best ways to transfer data provides some advantages. They are coverage of
the entire area of activity of customers, as well as a stable signal for data
transmission, which prevents customers from disconnecting when moving out
of a zone [8].

The UML diagram of the remote monitoring system functioning includes
the server and the wearable device (Fig. 14). On the server-side, the
registration of the patient is performed, as well as the monitoring data is
stored and visualized. In addition to the hospital server itself, the cloud
service can be used as a server. On the side of the wearable device, its
connection to the network, reading and processing of data, visualization and
sending data to the server are performed.



3.3 Development of Software and Hardware for
Paramedical Bracelet

A convenient form of a wearable device for monitoring the parameters of a
patient's physical condition is a bracelet (Fig. 15) [8]. It provides
measurement of the pulse and blood oxygen saturation, determination of the
change in the patient's position, graphical and audible notification and
transfer data to the server.

A wearable device consists of hardware and software that ensures the
functioning of the system. Hardware integrates mechanical and electronic
parts. The mechanical part provides placement and protection of the
electronic part components, as well as fastening to the user's hand.

The electronic part consists of the following components:

• Wi-Fi module WeMos D1 mini on the ESP8266 chip that provides
calculations, storage, and execution of the program, implementation of
Wi-Fi connection, and receiving program updates via a wireless
connection.

• Battery and charger (Li-Po 3.7V 2000mAg 103450, micro USB based on
TP4056 controller) that provides autonomous power supply and
recharging.



Fig. 14. UML diagram of the remote monitoring system functioning.



Fig. 15. Concept of paramedical bracelet.

• Integrated heart rate and pulse oximetry sensor (MAX 30100) to measure
pulse values and oxygen content in the user's blood.

• Integrated accelerometer and gyroscope sensor (GY-521) to determine
the position of the device in space to use this data for user's movements
monitoring.

• Display (OLED screen 0.91" l2C 128x32) for data vizualization.
• Passive buzzer (KY-006) for audible alerts.

It should be noted that there are still many possibilities to modify the
wearable device. For example, it is possible to replace the indicated
components with the following: ESP32 module with OLED display and
18650 compartment; accelerometer and gyroscope MPU-6050 6DOF
module; integrated sensor MAX30102; Liitokala NCR18650B Protected
3400mAh battery with protection. Even with the replacement of components,
the total cost will be around 25 euros.

The connection diagram of the main components created in the fritzing
environment is shown in Fig. 16. A feature of the circuit is the connection of
sensors via the l2C protocol. It is an asymmetric serial bus for
communication between integrated circuits that uses two bi-directional
communication lines (SDA and SCL), which are used to connect low-speed



peripheral components to processors and microcontrollers, thus reducing the
number of wires. Another feature is the use of different sensors with different
addresses, which makes it possible not to use an additional wire for setting
the module (sensor) address.

Fig. 16. Virtual prototype of the sheme in Fritzing.

3D models of all parts (body, cover, fasteners), components layout, and
general assembly were developed in the CAD system (Fig. 17). Project
shortcomings were identified and the construction was optimized based on
the investigation of the virtual prototype. Based on the 3D models, files in the
STL format were obtained, that are used for printing on a 3D printer. The
physical prototype of the mechanical part of the designed wearable device



was produced as a result of options setting in Simplify 3D software and
further printing on the 3D printer Leapfrog Creatr HS. ABS plastic has been
used as the printing material. The case and the cover with some electronic
components arranged inside are presented in Fig. 18.

Fig. 17. Virtual prototype of bracelet parts.

Fig. 18. Physical prototype of body and cover.

The Arduino IDE was used for software development. The program code is
loaded into the ESP8266 Wi-Fi module microcontroller as firmware. The
algorithm of the program combines several steps:

• Initialization of variables with the addresses of the sensors connected to
the I2C data bus.

• Initialization of the OLED screen to display information.
• Declaration of variables for displaying parameters on the screen.
• Initialization and start of I2C bus at a speed of 400kHz.



• Start of the display usage.
• Reading data from sensors, their processing and visualization.
• User notification about alerts.
• Data transfer to the server.

In each cycle, there is a continuous reading of data from the sensors. All data
are saved in separate variables. When all data are identified, a JSON request
is formed to the server to save and process the data. In the future, the
possibility of remote updating can be implemented (to update the code and
download additional functionality) by downloading new versions of the
program code via a Wi-Fi network.

Modern cloud services can be used for solving the task of information
storage and visualization. As such a service, free service Freeboard.io can
be recommended, which is built on a secure, highly productive enterprise-
class cloud system. It allows to create interactive dashboards and real-time
visualizations using an intuitive interface conveniently and simply (Fig. 19).
Using a Wi-Fi module based on ESP8266 and HTTP requests the information
is transmitted to the cloud service, visualized, and stored. In the future, it is
possible to implement an intelligent analysis of the received monitoring data
to support the decision-making of medical personnel in emergencies or when
prescribing treatment for a patient.



Fig. 19. Dashboards for patient registration (a), parameters visualizations (b)
and monitoring (c) in Freeboard.io.

4 Conclusion

In this chapter, the features of the computer-aided design of biomedical
systems (cyber prostheses and wearable devices for monitoring the
indicators of the physical condition of patients) were investigated.



It is shown that the application of prototyping technologies allows to
improve the efficiency of the development process by reducing the design
time, the number of errors and provides opportunities to improve the
functional characteristics, shape, weight, and dimensions of the designed
biomedical products.

References
1. Dorrier, J.: Bionic athletes with exoskeletons, robotic limbs, and brain-control devices to compete in

cybathlon, https://singularityhub.com/2014/04/23/bionic-athletes-with-exoskeletons-robotic-limbs-
and-brain-control-devices-to-compete-in-2016-cybathlon, last accessed 2020/12/10.

2. Mardonova, M., Choi Y.: Review of wearable device technology and its applications to the mining
industry. Energies 11(3), 14 p. (2018).

3. Parkhomenko, A., Gladkova, O., Zalyubovskiy, Y.: Investigation and realization of prototyping
technologies for robotic-prostheses computer aided design. In: Proceedings of XV International
Conference on The Experience of Designing and Application of CAD Systems in Microelectronics
(CADSM 2019), pp. 7/5-7/8. IEEE, Los Alamitos, USA (2019).

4. Liou, W.F.: Rapid prototyping and engineering applications: a toolbox for prototype development.
CRC Press Taylor & Francis Group Boca Raton, 592 p. (2007).

5. McEwen, A., Cassimally, H.: Designing the Internet of things. Wiley, 338 p. (2014).
6. Belter, Т.J., Segil, L.J., Aaron, M.D., Weir, F.R.: Mechanical design and performance specifications

of anthropomorphic prosthetic hands. Journal of Rehabilitation Research & Development, 599-618
(2013).

7. Gaget, L.: 2018 Top 8 of the best parametric modeling software in 2020,
https://www.sculpteo.com/blog/2018/03/07/top-8-of-the-best-parametric-modelingsoftware/, last
accessed 2020/12/10.

8. Parkhomenko, A., Presaizen, Y., Gladkova, O., Tulenkov, A., Kalinina M.: Remote heart rate
monitoring of the hospital patients. In: Proceedings of the 2019 10th IEEE International Conference
on Intelligent Data Acquisition and Advanced Computing Systems: Technology and Applications
(IDAACS 2019) pp. 991-996. IEEE, Los Alamitos, USA (2019).

9. Parkhomenko, A., Volynska, A., Zalyubovskiy, Y., Parkhomenko, A., Kalinina M.: Method of
monitoring of young athletes’ physical state indicators based on wearable devices usage. In: CEUR
Workshop Proceedings, 2608, рр. 436-449. CEUR, M. Jeusfeld c/o Redaktion Sun SITE,
Informatik V, RWTH Aachen, Germany (2020).

10. How we’ll invent the future, by Bill Gates. MIT technology Review, February, 2019,
https://www.technologyreview.com/lists/technologies/2019/, last accessed 2020/12/10.

11. Tulenkov, A., Parkhomenko, A., Sokolyanskii, A., Stepanenko, A., Zalyubovskiy, Y.: The features
of wireless technologies application for Smart House systems. In: Proceedings of the 4th IEEE
International Symposium on Wireless Systems within the IEEE International Conferences on
Intelligent Data Acquisition and Advanced Computing Systems, pp.1-6. IEEE, Los Alamitos, USA
(2018).

https://singularityhub.com/2014/04/23/bionic-athletes-with-exoskeletons-robotic-limbs-and-brain-control-devices-to-compete-in-2016-cybathlon
https://www.sculpteo.com/blog/2018/03/07/top-8-of-the-best-parametric-modelingsoftware/
https://www.technologyreview.com/lists/technologies/2019/


System of three-dimensional human face images formation
for plastic and reconstructive medicine

Sergii Pavlov1 [0000-0002-0051-5560], Oleg Avrunin2[0000-0002-6312-687X],
Oleksandr Hrushko3[0000-0001-5551-375X], Yana Nosova4[0000-0003-4310-5833],

Natalia Shushlyapina5[0000-0001-8958-3270]

1, 3 Vinnytsia National Technical University, 21021, Vinnytsia, Khmelnytske
shose 95, Ukraine

2Kharkiv National University of Radio Electronics, 61166, Nauki Ave. 14,
Kharkiv, Ukraine

4,5Kharkiv National Medical University, 61022, Nauki Ave. 4, Kharkiv,
Ukraine

1psv@vntu.edu.ua
2oleh.avrunin@nure.ua

3grushko1alex@gmail.com
4yana.nosova@nure.ua

5schusha75@ukr.net

Abstract. Improving the methods and means of computer planning of functional and aesthetic
interventions on the human face based on realistic 3D visualization methods is an urgent task of modern
biomedical engineering. Despite a sufficient amount of work in the field of medical imaging and image
processing, a more accurate and realistic presentation of data is needed for imaging systems aimed at
modifying the initial data to predict the results of surgery. Software for 3D visualization in computer
modeling of functional and aesthetic surgical interventions should ensure the solution of the following set
of tasks: initial computer processing of tomographic data and 3D surface scanning data; selection of a
visualization window and tone mapping; segmentation of anatomical structures on tomographic images;
determination of the contours of segmented objects on tomographic images; construction and
visualization of polygonal models of the anatomical structures of the investigated area.
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1 Introduction

An increase in the efficiency of preoperative planning of plastic interventions
can be achieved through the use of 3D visualization methods and modeling of
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the deformation of structures subject to plastic correction with maximum
realism. Initial data for such visualization can be obtained as a result of
tomographic studies of internal structures and surface 3D scanning. In
accordance with this, software systems should be developed that allow for
realistic visualization and correction of the obtained 3D images, taking into
account the biophysical properties of the operated area [1,2].

The wide application of this approach requires the use of universal (non-
specialized) computer systems. This achieves the flexibility of improving
and expanding the capabilities of software for planning operations in rhino
surgery [3,4,5].

Creation of three-dimensional computer models of the human head
precedes the stage of modelling changes in various anatomical parts of the
head in order to obtain an optimal model corresponding to the wishes of the
patient and the capabilities of the surgeon [6,7,8]. Such modeling requires the
development of segmentation algorithms, complex or separate visualization
and virtual deformation of anatomical structures.

2 Analysis of literary sources

Improving the methods and means of computer planning of functional and
aesthetic interventions on the human face based on realistic 3D visualization
methods is an urgent task of modern biomedical engineering.

The purpose of considering the features of the developed models and
methods is to create a concept for the presentation, processing and analysis
of tomographic data for computer planning systems in functional-aesthetic
rhinosurgery.

Analysis of literature sources showed that, despite a sufficient number of
works in the field of medical imaging [1,8] and image processing [9,10,11],
a more accurate and realistic presentation of data is needed for imaging
systems aimed at modifying the initial data to predict the results of surgery
[12,13,14].

Software for 3D visualization in computer modeling of functional and
aesthetic surgical interventions should provide a solution to the following set
of tasks:

- initial computer processing of tomographic data and 3D surface
scanning data;
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- selection of the visualization window and carrying out tone mapping;
- segmentation of anatomical structures on tomographic images;
- determination of the contours of segmented objects on tomographic

images;
- construction and visualization of polygonal models of the anatomical

structures of the investigated area [15,16,17].
The main source of input data for the operation of the software for

planning functional-aesthetic surgeries is a set of images of tomographic
slices (DataSet) [1], represented as a series of files in DICOM (Digital
Imaging and Communications in Medicine) format. The DICOM format is a
standard for the generation, storage and transmission of radiological images
and other medical information. This format, in addition to the direct results of
an introscopic examination, contains data about the patient, the conditions of
the study, data about the medical institution, the operators of medical
equipment, the technical characteristics of the introscopic devices, the values
of the physical fields underlying the study, etc. The standard enables digital
interconnection between different diagnostic and therapeutic equipment from
different manufacturers.

In a DICOM file, information about the study performed is stored as a set
of information elements - special information structures that can store data
about the patient, the study being carried out, and diagnostic equipment. The
order of the elements of the tomographic dataset is such that as the element
address increases, first the voxel number in the line increases, then the line
number, and then the number of the slice in the axial projection [18,19,20].

3 Preliminary data preparation

Computed tomography images are gray-scale. Each slice element determines
the average value of X-ray absorption in the corresponding area of the object
under study during tomography. Such a 2D dataset can also be represented as
anarray of brightnessor discrete intensity function, where x, y, and z are
integer variables defining voxel coordinates. The domain of the function V is:
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where w, h, d are the sizes of the dataset in voxels.
The function V takes non-negative integer values in the range [0…VMAX].

The value VMAX depends on the bit depth N of the dataset and is determined
by the formula

VMAX = 2N –1

In turn, the number of bits allocated for encoding the brightness of one
element of the tomographic raster N usually takes values from 8 to 16,
depending on the tomograph and the study protocol. Thus, one voxel can
occupy 1 or 2 bytes in computer memory, which significantly complicates the
effective processing of tomographic data and requires writing software
implementations for both voxel bit widths and using generalized
programming principles [21,22,23].

If the number of bits per one voxel of the initial tomographic data is not a
multiple of 8, then it is advisable to round this value to the nearest higher
multiple of 8, since This approach will greatly simplify the addressing of the
brightness values of the voxels of the dataset and will make the software
processing of tomographic data faster.

Storing tomographic slices in PC memory can require significant amounts
of RAM. The content of all voxels in one memory block is preferable from
the point of view of convenience and speed of programmatic access to
dataset elements. However, this approach with sequential storage of voxels
is not always possible due to the fact that the program may fail when
allocating memory necessary to store the entire dataset in a single block.
Therefore, when developing software for processing tomographic slices, it is
advisable to implement the data loading algorithm in such a way that, in the
event of a failure on a new memory block requested from the operating
system, memory allocation is performed for each slice separately [24,25,26].

The most used strategies for storing tomographic data in RAM are slice-
by-slice storage of elements and storage of elements in cubic blocks, as
shown in Fig. 1.

The slice-by-cut arrangement of elements in memory involves storing
raster lines sequentially one after another. The pixels in a row are stored
linearly in ascending order of the x coordinate in the row. The element next
to the last pixel in a line in memory is the first element of the next line. The
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advantage of this way of storing voxels is the simplicity of addressing an
arbitrary element of the dataset.

Fig. 1. Cut-by-slice presentation of tomographic study data (w=h=16, number
of slices - 4).

The address of the voxel in RAM, depending on its coordinates (x, y, z), is
easily calculated in accordance with the following expression:

PntAxVox (x, y, z) = Pnt Slice (z)+(y · w + x) · C(b)

where Pnt Slice (z) is the function that determines the memory address of the
beginning of the z-th axial slice;
w - the width of the dataset in voxels;
b is the number of bits used to encode one voxel;
C (b) is a function that returns the number of bytes required to store b bits,
i.e. rounding b to 8 upwards, and

When storing a dataset as a set of cubic blocks (see Fig. 2), all voxels are
combined into smaller volumes with dimensions (DX,DY,DZ). Reading voxels
located inside a block is also performed by progressive scanning, but within
the block, not a slice. Access to the elements of the dataset with a block
structure is performed in accordance with the expression
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where mod(i,j) is a function that returns the remainder of dividing i by j.

Fig. 2. Block storage of tomographic dataset voxels (DX = DY = DZ = 8).

As can be seen from expressions (2) and (4), addressing an arbitrary voxel
of a dataset when using a block strategy for storing bulk data requires more
computations than with other storage methods, but for some tasks (for
example, tracing or casting rays), this approach shows higher productivity.
The general increase in the performance of algorithms that actively use the
operation of fetching voxel values when dividing a dataset into blocks occurs
primarily due to more efficient use of the caching mechanism by the central
processor of cells stored in RAM [27,28,29].

Note also that it is possible to locally reduce the bit depth of some entire
dataset blocks. So you can reduce the number of bits, which encodes the
brightness of the voxels of this block, to N if the following conditions are
met:
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This approach also makes it possible to somewhat reduce the average access
time to the elements of a three-dimensional array of tomographic data and, as
a rule, significantly reduce the amount of memory required for storing the
tomographic dataset as a whole. A three-dimensional array of luminosities
using the described approach to storing elements is called a sparse dataset
[30,31].

Storing tomographic data in the form of a sparse dataset and its
corresponding software processing are in some cases the only possible
effective way to work with datasets characterized by large sizes or in
conditions of a small available amount of RAM.

4 Tone Mapping

The next step is tone mapping, which allows more efficient use of the
dynamic range of tomographic imaging and promotes better perception of the
obtained images by the operator, allows better differentiation in the image of
tissues of various kinds that differ in density, and, consequently, in brightness
in the output images.

In the case of linear transformation of brightness ranges during tone
mapping, the brightness of an image element after ID compression depends on
the brightness of the corresponding pixel IS in the original image according to
the expression

where [WDL ...W DR] is the brightness range (brightness window) used to
display the image to which the tonal range has been applied;
[W SL ...W SR] - the tonal range of the original image.
The results of the method according to formula (7) (see Fig. 3).
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Fig. 3. Tomographic section of the patient's head: a) before tone mapping (W
SL = 30920, W SR = 40375); b) after tone mapping (W DL = 35760, W DR =
44760).

5 Segmentation of Anatomical Structures

In the automated analysis of tomographic data, one of the most important
operations preceding the main stages of processing the original images is the
task of segmentation - determining which image pixels carry information
about the amount of X-ray absorption by the object under study, and which do
not belong to it. It is advisable to perform this operation by recursive filling
of connected pixels that have passed binarization with a lower threshold,
which will be discussed in detail below.

During the segmentation and classification of tomographic slices, an
additional twodimensional array A is created for each tomographic image
with the same dimensions as the raster being processed. Before the start of
segmentation, all elements of this array are initialized to zero. The result of
the classification of any voxel in the dataset is entering one of the nonzero
values T1, T2 or T3 into the cell of array A. These values are determined by
the type of region to which this voxel belongs, and as a result, this voxel
becomes an element of one of the following segmented sets D1, D2, D3, for
which

(x, y, z)  Di,      if A(x, y, z) = Ti (i = 1, 2, 3)
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When binarization with a lower threshold, if the brightness of a given voxelV
(x, y, z) is less than or equal to a certain threshold value (V1), then the value
of the element in array A remains unchanged. If the brightness is greater than
V1, then A(x, y, z) = T1. Thus, for binarization with a lower threshold, the
following expression is valid:

After isolating the background pixels of the slices, the stage of isolating and
classifying the tissues of the human head on the images of tomographic slices
begins using the operation of filling connected pixels that satisfy the
following binarization condition with an upper threshold:

where V2 is some threshold value.
Another type of threshold classification that is used at the stage of

segmentation and classification of tissues imaged on tomographic sections is
binarization with double limitation in accordance with the expression:

As a result of this operation, those elements of the raster are selected, the
brightness of which lies in the range. This operation can be useful, for
example, when recognizing soft tissues on tomographic sections.

The first stage of the fill operation is to determine the initial (seed)
pixels, starting from which the operation of growing the segmented area will
take place. In the case of automated background selection on a slice image,
such points are usually selected pixels located at the edges and corners of the
slice, provided that their brightness is not higher than the threshold value.

If it is necessary to fill the pixels of the biological object under study, the
operator chooses pixels that exactly belong to the biological object as
starting points. Segmentation of the airway anatomical structures, such as the



upper airways, usually requires manual setting of the initial filling points in
an interactive mode, as well as the definition of special limiters that do not
allow many segmented pixels to expand through specified areas of the image
(some nasal passages, anastomosis) that satisfy the threshold condition.
classification.

The specified starting points of the fill are added to a special data
structure that has a stack organization. This structure is necessary, since
during each iteration of the filling cycle, for each processed element there
can be up to 4 neighboring elements in the case of filling a four-connected
area, or up to 8 neighbors in the case of processing an eight-connected
environment, which are to be processed in subsequent iterations of the
algorithm. By its principle of operation, a stack is similar to a queue with the
only difference that the first element added to the stack will be popped last,
and the last added element, on the contrary, will be the first. This difference
between a queue and a stack makes it easier and more efficient to use the
latter for storing image elements waiting to be processed by this
segmentation algorithm with the same final result.

In case of multi-slice segmentation of a human head in a tomographic
dataset, in addition to 4 or 8 pixels of this slice, which are adjacent to the
considered pixel, it is also necessary to check the values of voxels having the
same two-dimensional coordinates, but located on adjacent slices. This
approach is used when pouring on sections of head tissue and, as a rule,
makes it possible to select all the space occupied by the patient's head tissue
at one time.

6 Voxel Rendering and Surface Rendering

A simpler implementation of the fill function is also possible, recursively
calling itself when checking for connected pixels. If the traversal of
connected areas is implemented using a regular recursive call of the
subroutine for checking neighboring pixels, then with each call, the address
from which this function was called, its arguments, local variables, and the
current values of general-purpose registers are saved on the stack. This leads
to an avalanche-like increase in the amount of used memory of the system
stack and, ultimately, can lead to its overflow and, consequently, to the
abnormal termination of the program. Therefore, the use of the filling
algorithm using recursive calls is fraught with overflow of the system stack at



a large depth of recursion nesting and is not suitable for stable and fast
segmentation of large and medium volumes of tomographic data.

It is possible to speed up the segmentation procedure for large
tomographic volumes even more by using the principle of row-wise filling.
The main difference between this method and the filling of connected pixels
is that during one iteration of the cycle, a series of pixels are filled
sequentially to the left and right of the element processed during this iteration
of the fill cycle. This approach is much more efficient by processing more
pixels per loop iteration, reducing the number of repetitions, and also by
reducing the amount of stack used. Below is table 1 containing data reflecting
the pouring processes, the stages of which are shown in Fig. 4 and 5.

The characteristics given in Table 1 prove the significant superiority of
the row-byrow fill method over the four-connected pixel fill method for such
tasks of processing tomographic images as highlighting the background in a
tomographic image, as well as segmenting the tissues of the head and upper
respiratory tract. Line-by-line filling is the most optimal not only for reasons
of the general performance of the algorithm, but also because of the
significantly less use of additional memory. In addition, the line-by-line pixel
traversal also improves the speed of such segmentation by taking into account
the organization of the CPU's cache memory. The stage of identifying the
contours of anatomical structures on tomographic images is necessary for a
clear morphological separation of models of these structures [32,33,34].

Table 1. Comparison of the characteristics that determine the effectiveness of
the threshold segmentation algorithms when filling the background of the test

slicen.



Fig. 4. Stages of selecting the background of a tomographic slice by the
method of filling a fourconnected area: a) 10% of the background is filled; b)
40%; c) 70%; d) 100%.

Fig. 5. Stages of separation of tissues of the human head on a tomographic
section: a) 10% of the pixels of the head are filled in; b) 40%; c) 70%; d)
100%.

Algorithms of this kind make it possible to clearly distinguish
morphologically on the sections of biological structures (objects) after their
preliminary classification according to the necessary attribute and to form a
set of segments describing a closed broken line of the contour. The
information obtained at this stage about the contours of objects subsequently
forms the basis of the wire 3D model.

The marking of segmented areas is necessary for the subsequent selection
of the contours of the selected areas and preparation for building wire
models.

At this stage, each element of the auxiliary buffer is filled according to
the type of area to which it belongs. Now, in this buffer, it is necessary to
select separate areas and number the segmented voxels, so that later it will
be possible to determine to which area each segmented element of the
tomographic data array belongs.
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Further, upon completion of the stage of marking the segmented parts of
the image, the pixels located on the inner border of the segmented areas are
selected. Let the matrix F have the following form:

A pixel is considered to be on the border of the segmented area if, during the
check in the auxiliary array of its eight-connected environment by the sliding
window F, the result is nonzero. This condition is true if at least one of the
eight pixels surrounding the given one does not belong to the processed area.

In order not to start another additional array for storing the results of the
operation of selecting the boundaries of the segmented regions, the edge
pixels are marked in the previously used auxiliary array by setting a certain
bit to one state. The setting of a bit can be done either by performing the
"logical or" operation with the number C, or by performing the operation:

A'(x, y, z) = A(x, y, z) + C

moreover A(x, y, z) < C.
To set this bit not to affect the bits of the auxiliary array, which are

responsible for encoding the segmented area number, the value of the number
C must be calculated in accordance with the following formula:

C = 2[log2 a]

where a is the number of segmented areas in the tomographic image.
In order to build a contour model in the future, it is necessary to find a set

of line segments that describe the boundaries of the selected areas. This stage
begins with the creation of an array of chain codes, into which a bit mask is
written, corresponding to the presence of border pixels in the eight-
connected region of a certain raster element (see Fig. 6).

An array of chained codes is another auxiliary two-dimensional array, the
number of rows and columns in which is the same as in the original
tomographic raster. To store information about the presence or absence of a
contour pixel in a certain position of an eight-connected environment, 1 bit of
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information is enough. Based on this, the size of the element of the chain
codes buffer from the point of view of minimizing the use of the RAM
resource should be chosen equal to 1 byte.

Fig. 6. The value of the bit mask of the element of chain codes, depending on
the location of the associated edge pixels.

It is possible to determine the value of the chain code for a certain element of
the tomographic image, based on its eight-connected environment, in
accordance with the following expression:

where i is the number of the pixel (xi, yi, z) in the array of the eight-
connected environment of the considered pixel (x, y, z) (see Fig. 6);

ang (dx,dy) - function, which calculates the angle, plotted in the
counterclockwise direction, between the segment given by the points (x, y),
(xi, yi) and the horizontal ray emitted from the point (x, y) in the positive
direction along the X axis;

where dx = xi – x ; dy = yi – y.

The set of connected segments that form a polyline of a contour is
obtained as a result of sequential traversal of nonzero elements of the array
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of chain codes. If a certain pixel belongs to the contour (see Fig. 7, a) and
has no more than two contour neighbors in an eight-connected area, then the
centers of these pixels are connected by segments, otherwise the traversal
occurs in a certain angular direction, for example, clockwise (see Fig. 7, c)
in order to avoid the appearance of transverse lines that do not define the
border of the segmented area (see Fig. 7, b). The resulting contour can be
simplified by combining into one segment a sequential series of connected
segments (see Fig. 7, d), having the same direction.

Fig. 7. Construction of a polyline based on the data of contour pixelsa)
original contour pixels; b) incorrect connection of the contour nodes; c)
angular traversal of contour pixels; d) the contour after its simplification and
triangulation

It is considered that one segment of the contour given by the points (x1,
y1) and (x2, y2) is a continuation of another segment with coordinates (x2, y2),
(x3, y3) if the condition specified in the expression

In this way, as a rule, it is possible to achieve a significant reduction in
the geometric complexity of the contour of the segmented area, which reduces



the amount of memory required for its storage, and accelerates its subsequent
processing.

Having received a closed outline of the selected area, you can calculate
such its characteristics as the perimeter and area. In the context of planning
surgical interventions on the upper respiratory tract and the human face, this
can be useful, for example, to assess the geometry of the anatomical
structures of the face or to calculate the functional parameters of the patient's
nasal breathing [15,16]. An illustration of the results of the algorithm for
segmentation of the contours of the airways of the upper respiratory tract is
shown in Fig. 8.

The advantage of the algorithm created in the work is, first of all, the
lower complexity of the contours of the selected areas in the images, which
simplifies and accelerates the further processing of these images, in
particular, their specified contours.

By presenting a set of contours of different slices of one tomographic
dataset in three-dimensional space, it is possible to form a spatial wire
model (see Fig. 9, a).

Fig. 8. Selection of the contours of the upper respiratory tract on the
tomographic image: a) the processed area of the original image; b) the result
of constructing a contour for a given area of the image using the proposed
method

Operations such as segmentation of anatomical structures and the
selection of their contours often need to be performed not only in the axial,
but also in other projections (see Fig. 9, b, Fig. 9, c). In this case, the
operation of multiplanar reconstruction is performed, in which the initial set
of slices (usually axial) is recalculated into the same set of slices, but



corresponding to a different projection (see Fig. 10). In particular, this is
necessary when calculating the geometric characteristics of the air-
conducting paths of the nose based on the results of processing a series of
frontal tomographic sections [13,14].

Fig. 9. Spatial contour models obtained as a result of cut-through processing
of tomographic data: a) a model of the face, built from axial slices; b) a
model of the face, built on sagittal sections; c) model of the upper respiratory
tract.

One of the widely used methods of visualization of the studied biological
objects based on the results of computed tomography is the display of voxel
polygonal models. The voxel model is a three-dimensional array of the
simplest volumes of the same size. When rendering a voxel model of
tomographic data, each segmented element of the tomographic volume is
displayed as a separate small cube (rectangular parallelepiped if the lengths
of the voxel sides are not equal to one), each face of which consists of 2
triangles. Voxels that are not related to the biological object are ignored and
are not displayed in 3D space. Thus, it turns out that in order to visualize one
voxel in threedimensional space, it is necessary to draw 12 triangles built on
8 vertices, which makes a rather serious computational load on the block of
the used graphics library, which is responsible for vertex transformations and
lighting, when rendering large volumes of tomographic data. As an example,
voxel models of the upper respiratory tract (see Fig. 11, a) and the human
face (see Fig. 11, b) are given.



Fig. 10. Presentation of computed tomography data, segmentation results and
contouring in three main projections.

Fig. 11. Voxel models: a) model of the upper respiratory tract; b) model of
the human facial region.

To render a voxel model in real time with a frame rate acceptable for
visual perception, as a rule, it is necessary to perform preliminary
optimization aimed at simplifying the geometry of the model, reducing the
number of simple geometric shapes that describe the model (primitives).
This simplification of geometry implies the elimination of individual
invisible faces and entire voxels from the model, as well as combining
several faces of adjacent voxels into one face (see Fig. 12).



Fig. 12. Simplification of the geometric component of the voxel model by
combining the faces of adjacent voxels.

The voxel representation model is quite informative for the purposes of
medical diagnostics and planning of operations. It most closely matches the
input tomographic data and allows you to directly calculate the geometric
characteristics of the anatomical objects of the facial region and the upper
respiratory tract of a person, visually assess the spatial relationships
between the air cavities, nasal passages, fistulas and surrounding structures,
and display the localization of the location of pathologically altered areas.

The voxel method of data visualization is quite visual, but it has a number
of disadvantages: the mutually perpendicular voxel edges are not convenient
for perception, and the standard lighting calculation methods applied to the
model do not add depth and volume to the resulting image. The application of
the “Marching Squares” algorithm [17] allows obtaining a three-dimensional
surface consisting of triangles, limiting the parts of the tomographic volume
that differ in brightness or segmentation mask (see Fig. 12, Fig. 13).
Visualization of anatomical structures at the subvoxel level is also relevant
for the study of parietal air flows in the nasal cavity [18-20].

Fig. 13. Result of applying the “Marching Cubes” algorithm to a tomographic
dataset 512x512x106 voxels with and without interpolation of the position of
the triangle vertices.

7 Conclusions



Voxel models of tomographic data presentation are quite informative for
the purposes of medical diagnostics and planning of operations. It is
advisable for realistic visualization to triangulate the original voxel volume
using the Marching Squares method and obtain three-dimensional surfaces
that limit anatomical structures that differ in brightness or other features
during segmentation.

Using modern high-speed computing systems with multi-core processors,
it is possible, on the basis of the developed algorithms and software
modules, to solve the problem of creating computer 3D models of the
anatomical structures of the human head in real time. The created computer
models are the basis for the subsequent solution of such problems:
modification of 3D models in order to determine the optimal shape for the
patient of certain anatomical structures subject to plastic surgery; assessment
of the functioning of the upper respiratory tract and computer planning of
surgical correction of intranasal structures, if necessary. The prospect of the
work is the development of methods of volumetric deformation of models of
the anatomical structures of the nasal cavity for the possibility of their virtual
correction, taking into account the biophysical properties of the investigated
area and the realism of 3D visualization.
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Abstract. Currently, devices, toys used in the practice of children's rehabilitation centres usually have
simple forms and shapes, a monolithic form and are devoid of mechanical or electronic control systems.
In practice, the use of interactive tools is rare and associated mainly with expensive and advanced
solutions, such as rehabilitation robots and devices using virtual reality. Rehabilitation centres mainly use
simpler and cheaper devices. The design of this type of aid is usually simple according to technology, but
quite complex to ensure full functionality for the rehabilitation purpose. A lot of aspects should be taken
into consideration. The aim of this chapter is to analyze the possibility of using multi-criteria methods for
support in the designing and implementation on the market rehabilitation toys. Multi-criteria methods
used to support the decision-making process, are a response to the complexity of contemporary issues in
conditions of uncertainty, incomplete data and changing environment. The research methods used in the
article are: critical analysis of literature sources and the case study of the use of the Analytic Hierarchy
Process (AHP) for implementation on the market rehabilitation toys.

Keywords: Analytic Hierarchy Process, Rehabilitation Toy, Rehabilitation Equipment.

1 Introduction

The life of each individual affected by disability is more or less disturbed,
but disability in children has a specific character [1,2]. It disturbs their
proper development and affects the activity characteristic of the development
period (playing, learning) [2,3]. Moreover, the child's disability significantly
disturbs the functioning of the whole family [4]. Children with motor organ
dysfunction have to deal with specific problems related to this kind of
disability. Apart from typical life tasks, they must undertake special activities
resulting from the specificity of their dysfunction, such as: pain relief,
longterm immobilization of certain parts of the body, absolute compliance
with medical recommendations [4,5]. They have to endure separation from



their parents, caused by hospitalization or the need to stay in rehabilitation
centers.

Disability, regardless of its type, has an impact on the functioning of the
individual, while motor disability, also referred to as motor organ
dysfunction, causes significant psychosocial consequences [4,5]. The
influence of movement limitations on a child's development is particularly
negative, because movement is one of the child's basic needs. Blocking these
need to move is very disadvantageous because it exposes a child with motor
organ dysfunction to unpleasant frustration experiences and violates his self-
esteem [5,6]. Various forms of rehabilitation aimed at restoring or achieving
independence of the patient are an inseparable part of the treatment of motor
organ dysfunction in children. Congenital disability is a factor determining
the nature of the child's relationship with the environment from the moment of
birth, thus influencing its functioning [6,7].

The motor development of a small child is closely related to his mental
development. By manipulating objects, the child learns about their structure
and function. By affecting objects, the child gets new impressions, thus
enriching his knowledge about the world [6,7]. The children with a
congenital lack or deformity of limbs have a significantly reduced ability to
manipulate objects, but it is not impossible. Such a child can be helped by
the parent by, for example, moving the object over the child's face, torso,
legs. With appropriate interaction, the development of cognitive processes in
children with limb injuries can proceed properly.

However, congenital damage to the musculoskeletal system rarely
implies unfavourable consequences in terms of mental development, more
often they are associated with social development. Damage to motor organs
eliminates the child from many motor games and thus the inflow of social
stimuli is limited, and the child is deprived of the possibility of learning
social rules and interpersonal behaviour within the group [7,8]. It is also
important that isolation from the social group (rejection by the group, fear of
joining it) makes it difficult to develop the need for emotional contact.

Very important in supporting the treatment of children with limb injuries,
apart from specialist medical care, is an appropriate rehabilitation program
with the use of equipment adjusted to the needs and age of the patient [3,9].
Children's motor rehabilitation is based mainly on exercises conducted under
the supervision of a specialist. Various therapeutic aids are often used, which
are to be functional, effective, but also to mobilize and encourage the child to



actively participate in exercises. This effect is usually obtained thanks to the
selection of appropriate colours, textures, and giving therapeutic aids or their
elements the form of toys. These aids are used, among others (depending on
the type of device): to maintain the correct body posture, maintain balance,
improve spatial orientation, improve small and high motor skills, superficial
and deep sensation, improve eye-hand coordination. Rehabilitation toys play
an important role in sensory integration therapy. Different types of
information received by different types of senses and reaching the central
nervous system after integration generate an answer that builds the necessary
foundations for the psychomotor development of a child [3,10].

The essence of sensor integration therapy is to provide the body with a
controlled amount of sensory stimuli, especially proprioceptive, tactile and
vestibular stimuli. It should be related to various motor stimulation, for better
processing of the received stimuli and their proper adaptation to them. As a
result, it leads to an improvement in equivalent reactions, a better integration
of reflexes, an improvement in fine and gross motor skills and the
normalization of postural tension. During therapy, the child does not acquire
specific skills, but by improving sensory integration, it stimulates the nervous
processes that form the basis of these skills [1,10].

The use of interactive toys is aimed at, among others, increasing the
attractiveness and effectiveness of rehabilitation activities with children. In
the literature on the subject, a lot of space is currently devoted to devices
using virtual reality and rehabilitation robots [2,11]. A rehabilitation robot is
considered to be virtually any reprogrammable, flexible platform that
enables the physical interaction of the robot with the patient and manipulation
of the patient's body parts by the robot for therapeutic purposes (called robot
mediated therapy). Robot-assisted rehabilitation may be particularly
effective in ensuring greater patient motivation through the use of
biofeedback, computer games, the aforementioned virtual reality systems and
other forms of feedback [2,11].

Currently, devices, toys used in the practice of children's rehabilitation
centres usually have simple forms and shapes, a monolithic form and are
devoid of mechanical or electronic control systems. In practice, the use of
interactive tools is rare and associated mainly with expensive and advanced
solutions, such as rehabilitation robots and devices using virtual reality.
Rehabilitation centres mainly use simpler and cheaper devices such as: balls,
swings, balancers, platforms, harnesses, skateboards, tunnels, textural



sensory aids. The design of this type of aid is usually simple according to
technology, but quite complex to ensure full functionality for the
rehabilitation purpose. A lot of aspects should be taken into consideration,
including the principle of ensuring the smoothest possible surfaces (or soft to
the touch), oval edges, as few details as possible and protruding elements, so
as to ensure the safety of the equipment by children.

The aim of this chapter is to analyze the possibility of using multi-criteria
methods for support in the designing and implementation on the market
rehabilitation toys. The chapter is divided into fourth part. The first section is
a short introduction into the topic. The second section characterizes used
research methods, including the description of the Analytic Hierarchy
Process (AHP). The third section shows the achieved results and discuss
their importance for the designing of the rehabilitation toys. The last section
summarizes the most important findings.

2 Research method

2.1 The Analytic Hierarchy Process (AHP)

The Analytic Hierarchy Process (AHP) was used as a core empirical
research method for determination of the most important features for
rehabilitation toys. This method provides a comprehensive and rational
framework for structuring a decision problem and helps decision makers in
taking final decisions.

This method was created and developed by Thomas L. Saaty in the 1970s
(University of Pittsburgh) [12,13]. This method is used to structure, evaluate
and synthesize the considered problems. The method uses the principles of
the multi-attribute utility theory and allows for the decomposition of a
complex decision problem, leading to the ordering of a finite set of decision
alternatives. An important attribute of this method is the possibility of taking
into account both countable and non-quantifiable factors in the analysis of the
problem [12,14].

The AHP method is a response to the growing complexity of the
contemporary world and economies, where decisions are made under
conditions of increasing uncertainty. This is mainly due to the excess of
information coming from the changing external environment. One could argue
that the more information is available, the better from the point of view of the



decision-making process, but in practice it turns out that the excess of
information is as unfavourable as its shortage [12]. The decision maker is not
able to process all the data available to him, therefore he is forced to choose
the most important factors that have a decisive influence on the decision
problem presented to him. Such a selective and superficial selection of
information may lead to the omission of relevant data from the point of view
of the problem under consideration. It should also be noted that uncertainty in
decision making and the associated risks also increase with the complexity of
the problem and the degree to which it is new. The method has been used to
solve many decision problems, incl. in the following areas: economics and
management; in the fields of marketing, finance, transportation, resource
allocation, planning and forecasting [15,16], politics; in negotiations, conflict
resolution, arms control, war games [12], social problems; in the field of
education, medicine, law, public sector, sport [17,18], as well as technology,
including market selection and technology transfer [13,19].

The AHP method, due to its hierarchical structure and the possibility of
taking into account many qualitative and quantitative variables (criteria) in
the decision-making analysis, can undoubtedly find its application in the
study of the optimal features of an innovative rehabilitation toy for children
introduced to the market. Traditional methods of determining the desired
features and functions of the designed toy (SWOT, linear programming,
econometric methods), although often used by decision makers, do not
always correspond to real market realities. The AHP method, due to the
holistic approach to the analysis and evaluation of alternatives and decision
variables, and the possibility of taking into account the opinions of various
experts, may be a rational tool supporting the decision-making process in the
field of designing and building an innovative rehabilitation toy for children.

The AHP method comprises three basic steps [19, 20]:

1. Decomposition of the problem and construction of a hierarchical
decision model.

2. Comparative evaluation of the strategy.
3. Prioritizing the pairwise comparison matrix.

The first step is linked with defining the problem. After that, it is
necessary to decompose it and define the internal and external factors that
make up the issue under study. The problem is divided into components,



which include: main goal, main criteria (sub-goals), detailed criteria
(attributes) and possible decision alternatives (optionally). This division
makes it possible to distinguish the structure and to notice the multi-level
nature of the problem, and consequently to build a hierarchical structure. The
hierarchical scheme in the AHP method consists of the number of levels,
which depends on the complexity of the problem [12, 13].

The next stage is comparative evaluation of the strategies. It leads to a
synthetic assessment and partial assessments for the tested alternatives:
individual elements of the hierarchical tree (criteria and sub-criteria) listed
in the first stage are compared in pairs in terms of benefits, costs,
opportunities and risks. Based on the presented relations, the expert
expresses his preferences regarding all pairs of decision-making elements of
the model. Ratings are determined most often on the basis of expert
judgments, less often on the basis of existing measurements or statistics
needed to make a decision. The AHP method can be used in making
decisions by an individual decision-maker as well as in group experts.
Group decision making can be done by reaching a consensus in a group of
decision makers or by completing questionnaires separately by each member
of the decision group and then analyzing the consistency of the responses.

Comparisons are most often made on a verbal scale (Table 1) and
constitute the basis of the AHP method. Thanks to it, the priorities of
individual elements are established. Numbers are assigned to the individual
degrees of preferences. T. Saaty proposed a scale of natural numbers from 1
to 9 and the reciprocal of these numbers in the opposite relation. The higher
the number, the greater the intensity of preferences, and assigning a number
equal to 1 means that the significance of both model elements is equivalent.
These numbers are assessments of decision makers [21].

Table 1. The fundamental scale of comparisons by T. Saaty [21].

Intensity Definition
1 Equally preferred
3 (1/3) One element is slightly more relevant than another
5 (1/5) One element is strongly more relevant than another
7 (1/7) One element is very strongly more relevant than

another



9 (1/9) One element is extremely more relevant than another
2 (1/2), 4 (1/4), 6
(1/6), 8 (1/8)

For compromise comparisons between the above-
mentioned values

It is assumed that the evaluations expressed by the decision makers are
inaccurate, and the exact evaluations are the ratios of the respective
components of the searched ordering vector. Limiting the scale to 9 natural
numbers results from the conclusions of the psychologist Georg Miller, who
analyzed the results of research on the scope of direct memory and concluded
that regardless of the type of material, people reproduce from 5 to 9
elements, i.e. 7 ± 2. This shows that decision makers cannot efficiently
compare more items at the same time because they lose consistency. The
number of incorrect opinions and conclusions among decision makers is
increasing. The scale proposed in the method allows for the inclusion of the
experience and knowledge of the decisionmaker and allows for indicating
how many times a given element outweighs others in relation to a given
criterion.

The final stage is prioritizing the pairwise comparison matrix by
establishing the eigenvector of the comparison matrix. For each comparison
matrix, its eigenvector has a local priority. These priorities can also be
compared with each other by using global priorities. The eigenvector
comparison of the matrix can also be used to arrange the elements according
to their relative importance for the overall problem being solved
(prioritizing). The final ranking is made by calculating for each variant the
value of the aggregating utility function, which is the sum of the products of
absolute weights of the variant on the way from the variant through the
criteria to the goal. The absolute weights of each matrix are computed by
finding the eigenvector of the given matrix. The last element of the method is
the selection of the best solutions - decision alternatives.

A slight inconsistency in the responses is permissible, which proves that
the expert providing the answer can change his mind (which is most often the
result of gaining new information and changing environmental conditions).
However, the discrepancy should not be too great. Most often it is stated that
the value of the permissible error should not exceed 10%. In some situations,
a greater inconsistency of a given matrix is acceptable, even at the level of
15%. The occurrence of an error higher than 15% means that the answers are



inconsistent and in this case the decision-maker should redefine his
preferences, which in practice means repeating all or some comparisons
[19].

2.2 Presentation of the problem in the form of a multi-
criteria mathematical model of the AHP

In order to determine the most optimal model of the rehabilitation toy for
children, a hierarchical AHP model was built in terms of "benefits" and
"costs" resulting from the introduction of an innovative rehabilitation toy for
children on the market. Based on literature research and expert opinions, the
main criteria and detailed sub-criteria, reflecting the most important elements
determining the introduction of the toy to the market, were proposed. The
surveyed experts, using the 9-point Saaty scale, determined the dominance of
individual decision-making elements of the AHP "benefits" and "costs"
models. Two multi-criteria AHP mathematical models - "benefits" and
"costs" were built. Each model consists of three hierarchical levels. At level
I of the hierarchy, the main goal was placed, defined as "Introducing an
innovative rehabilitation toy for children to the market". At level II, there are
the main criteria: safety, functionality, price, design, while at level III, there
are sub-criteria in relation to the basic criteria.

The development of a hierarchical model in terms of "benefits" and
"costs" of introducing an innovative rehabilitation toy for children to the
market was carried out using the AHP method on the basis of the following
scheme:

• Problem definition - verification of internal and external factors
influencing the benefits / costs of introducing an innovative rehabilitation
toy for children to the market.

• Identification of the main goal - "introducing an innovative rehabilitation
toy for children to the market".

• Presentation of the problem structure in the form of a hierarchical tree of
benefits (Fig. 1.) and costs (Fig. 2.). In the developed structure, criteria
(safety, functionality, price, design) influencing the main goal and
detailed sub-criteria determining the main criteria were defined.

• Determining the verbal opinions of the respondents, obtained on the basis
of their knowledge, experience, knowledge of the rehabilitation toys



market, professional competences by conducting a direct and individual
interview with the questionnaire.

• Defining the preferences (dominance) of the main criteria by the
respondents, by making a pairwise comparison of their importance in
relation to the main goal.

• Determination by the respondents of the preferences (domination) of the
sub-criteria, by making pairwise comparisons of their importance in
meeting the main criteria.

• Quantification of the verbal opinions of the respondents based on the 9-
step fundamental scale of Saaty's preferences.

• Calculating the priorities of the elements of the "hierarchical tree" of
benefits / costs in relation to their impact on the main goal on the basis of
normalization of the vectors of own comparisons.

• Calculation of CR non-compliance rates for each respondent.
• Synthesis of the results obtained, necessary to indicate the most

beneficial / costly elements of introducing an innovative rehabilitation
toy for children to the market.

Fig. 1. AHP's decision-making hierarchy in terms of "benefits"



Fig. 2. AHP's decision-making hierarchy in terms of “costs"

2.3 Characteristic group of experts

The research was aimed at verifying the decision-making elements
determining the launch of an innovative rehabilitation toy for a child on the
market. Based on literature research and an interview with a questionnaire
with experts dealing with the treatment and rehabilitation of the youngest
patients with both physical and mental disabilities, the most important
criteria that should be met by the designed rehabilitation toy were
determined. The decision-making elements of the model proposed by the
author include both quantitative variables - relatively easy to present in
numerical form, as well as qualitative variables expressing the subjective
views of the surveyed experts.

In order to verify the elements of the AHP hierarchical model, a study
was carried out on experts in the medical sector who had knowledge and
experience in the field of rehabilitation of children with upper limb
dysfunctions. The group of experts included both physiotherapists (9 people)
with experience in the rehabilitation of children, as well as specialist
doctors (4 people) dealing with the treatment of children with motor
disabilities, in total 13 experts - industry specialists.

When analyzing the age structure of the surveyed experts, people aged
26-35 (8 people) dominated, the remaining age groups were represented as



follows: two people aged 36-45, two 46-55 and one person under 26 age.
The data was collected using a structured questionnaire. Apart from

filling in the questionnaire, they included the experts proposing criteria or
changing the name for individual criteria and sub-criteria of the
questionnaire. All data and information collected during the study were
analysed qualitatively and quantitatively. The expert computer program
Super Decisions was used to analyse the results.

The study based on the AHP method on a group of experts was carried
out according to the following procedure:

• on the basis of the structure of the decision problem in the form of a
hierarchical tree (goal, criteria, sub-criteria, construction of strategic
models, definition of the elements of the decision structure), specified in
the literature, a structured interview was conducted with an expert,
allowing to determine what modifications, according to him, should
occur in the structure of the problem (reference to criteria and subcriteria
in the method),

• conducting a specific study on a group of experts using a questionnaire,
• calculating preferences for each of the surveyed entities separately,
• pairwise comparison of models with regard to sub-criteria,
• interpretation of the results.

3 Results

Based on the comparisons of experts, information was obtained on the
structure of the importance of the main criteria of the AHP “benefits” model.
When analysing the priority values of the global criteria of the main
"benefits" model of introducing an innovative rehabilitation toy for children
to the market, it can be clearly observed that the most important criterion in
the opinion of experts is "safety". Based on the comparisons of experts, this
decision-making element was given priority (0.4950), which is almost half in
the structure of all main criteria of the AHP "benefits" model. The high value
of the "safety" criterion in the general structure of "benefits" draws the
attention of experts that when introducing an innovative rehabilitation toy for
children to the market, the main aspect taken into account during the design
process should be ensuring the safe use of the product, especially for
children using it and people assisting in the rehabilitation of the youngest.



Safety of use should be ensured by the selection of appropriate, certified
materials, as well as by adjusting the form and size of the toy so that it does
not pose a threat to users. The second most important criterion is the
“functionality” criterion, which received the priority weight (0.3187). The
respondents indicated that the "functionality" of the toy is not the most
important when introducing it to the market, although it is an important
element when choosing a device for rehabilitation. The two remaining
decision-making elements - the criteria "price" and "design" received
similar, relatively low priority weights, respectively (0.1147) and (0.0789),
which shows that in the opinion of experts, these criteria are the least
important during the process designing and introducing an innovative device
to the market. This means that when choosing a rehabilitation toy, assessing it
from the point of view of benefits, attention is paid to the aspects of safety
and functionality, and to a lesser extent to its price and appearance.

In the area of "safety" of the hierarchical AHP model of "benefits", the
element which, in the opinion of experts, obtained the highest local values is
the sub-criterion "selection of child-friendly materials (soft materials, non-
traumatic)" (0.3006). This element is, according to the respondents, the most
important benefit of the safety area resulting from the introduction of an
innovative rehabilitation toy to the market, and those who design
rehabilitation equipment for children should pay special attention to the use
of appropriate technologies and materials to ensure this element is provided.
As regards importance, the sub-criteria, assessed by the respondents with
almost equal values of local priorities, are: "adjusting the size, weight and
dimensions of the toy to the patient's age" and "using applications that allow
the child to play independently". These elements obtained respectively
(0.2732) and (0.2722). The experts agreed that the least important in the
hierarchy of benefits of the security aspect is "the use of non-toxic materials",
the importance of which, in the respondents' opinion, amounts to (0.1540),
which is slightly over 15% in the overall share of the security benefits.

The next most important criterion in the respondents' assessment is the
functionality of the AHP "benefits" model. When analysing the importance
structure of the functional area of the hierarchical "benefits" model, it is
noted that three out of the four specifying sub-criteria are dominant. The most
important decision-making element of the analysed model is "the possibility
of conducting exercises not only in specialized centres, but also at home"
(0.3540). Experts pointed out that, in particular in the case of the



rehabilitation of the youngest patients, very important in choosing
rehabilitation equipment is the possibility of conducting activities at home, in
a safe and familiar environment for children, not associated with hospital
conditions. Another, almost equally important sub-criterion of the APH
model of benefits in the area of functionality is "the possibility of exercising
in various positions" (0.2867), which allows the use of equipment taking into
account the rehabilitation of various parts of the body. The third in the
structure of the benefits of the functional area is the "multifunctionality"
element, which has obtained a similarity to the sub-criterion described above
(0.2734). The element that, in the opinion of the respondents, was assessed
as the least important in the model hierarchy is "saving space in the room"
(0.0859).

When analysing the values of the sub-criteria in terms of the price area,
the factor “possibility of total or partial reimbursement from insurance” is
clearly dominant in the opinion of the surveyed experts. The local priority for
the analysed sub-criterion constitutes almost 60% of the overall structure of
benefits for this area, which proves the very high importance of this element
in the implementation of the main criterion in question (0.5961). The
possibility of qualifying equipment to the list of reimbursed medical devices,
and thus obtaining a partial or total reimbursement from health insurance, is a
very important determinant that may affect decisions about the purchase and
wider use of a toy, both by individual recipients and specialized centres
dealing with rehabilitation of children. Another sub-criterion which obtained
relatively lower values of the local priority is "affordable price for the final
recipient" (0.2402). Experts, relying on the statement that the innovative
rehabilitation toy is to be used, among others exercises at home, assessed that
the undoubted advantage of its introduction will be a competitive, affordable
price - possible to cover by individual recipients. The lowest value in the
discussed structure was obtained by the element "cost-effectiveness of
introducing the toy to the market" (0.1637).

In the area of design of the hierarchical model of "benefits", the
dominance of values of two decision-making elements is noticeable. The
most advantageous in terms of design of the innovative rehabilitation toy for
children introduced to the market is "the use of interactive solutions (sound
effects)" (0.4107). During the preliminary research and direct interviews
with manufacturers of medical equipment, information was obtained that
there is a lack of rehabilitation devices on the Polish market dedicated



specifically to children, due to the unique, interesting design or the use of
interactive solutions encouraging the child to work and play. The examined
experts pointed out the need to introduce innovations in the field of designed
devices so that they would be more friendly and encouraging for the
rehabilitated child. Thus, attention is drawn to the possibility of filling an
existing market gap in the field of rehabilitation equipment specifically
aimed at young patients. Next, in the structure of importance there is the
element “lack of the typical form of rehabilitation equipment by designing a
toy in the shape of a teddy bear, a child-friendly doll” (0.3655). According to
experts' opinions, the lowest rated sub-criterion of the AHP model "benefits"
model area is "the appearance of the toy encouraging to play (colour,
shape)”. Based on experts' assessments, this element accounts for less than
23% of the overall benefit structure of the model design area.

In addition to the previously discussed local values for individual sub-
criteria of the AHP benefits model, the global values of these decision
elements are also presented. They define the importance of all sub-criteria of
the AHP "benefits" model in achieving the adopted goal of "introducing an
innovative rehabilitation toy for children to the market". The presented list
includes all the previously discussed detailed sub-criteria of the hierarchical
AHP model (Fig. 3).





Fig. 3. Global priority values for the AHP "benefits" sub-criteria

In a study with a questionnaire, by comparing the elements of the model in
pairs, the experts also assessed the importance of the main criteria and sub-
criteria of the AHP model in relation to the "costs" resulting from the
"introduction of an innovative rehabilitation toy for children to the market".
The values of local and global priorities, presented in the further part of the
study, were obtained through a diagram analogous to the model of "benefits",
comparing the importance of decision elements in terms of "costs".
As in the case of the AHP "benefit" model analysis presented in the previous
section, the analysis of the hierarchical "cost" model of "introducing an
innovative rehabilitation toy for children to the market" began with
determining the importance structure of the main criteria. When analysing the
structure of importance of the main criteria of the AHP "cost" model, there
are clear convergences with the priority hierarchy of individual criteria of
the "benefits" model. Similarly to the hierarchical structure of "benefits", the
highest priority value was obtained by the criterion of "security". This
criterion accounts for almost 50% of all safety area criteria. The high
importance of safety in the analysis of the "costs" of introducing an
innovative rehabilitation toy on the market, in the opinion of experts,
indicates that this area is associated not only with significant benefits, but
also possible risks, and thus costs, both for recipients and device
manufacturers. The second most important criterion in the respondents'
assessment is "functionality", which compared to the most important criterion
"safety" (0.4416), received a much lower priority value (0.2877). As in the
"benefits" model, the lowest values were obtained by the criteria "price"
(0.1503) and design (0.1204).

According to experts, the most important cost in terms of "safety" are
"difficulties in obtaining approvals and safety certificates". This element
obtained the dominant local priority value (0.4076). Another important item
in the structure of costs related to the area of "safety" is "threats resulting
from the independent use of a toy by a child" (0.3313). The least expensive
element of the hierarchical structure of the model, according to the
respondents' assessments, is “the lack of long-term and multifaceted research
on toy safety” (0.2610). The relatively low value of this sub-criterion in the
overall cost structure may be justified, inter alia, by the fact that the toys will



be made of materials and technologies that have previously been thoroughly
researched and tested.

Successively, respondents participating in the study assessed the value of
the priorities of local sub-criteria in the criterion of "functionality" of the
AHP "cost" model. The most important in the assessment of the "costs" of the
functional area of the AHP model is the sub-criterion "limitation of the
rehabilitation functions due to its special adaptation for children" (0.5164).
This element reflects the economic costs of introducing the toy to the market
related to the special adaptation of its functions for use by children, which
excludes its use by a wider target group - e.g. Adults. The other two
decisionmaking elements of the model "limiting the scope of rehabilitation
functions for a toy specially adapted for use at home" and "the need to
familiarize rehabilitators / parents / patients with the functions of a new toy"
obtained significantly lower priority values - respectively 0.3207 and
0.1629.

In the assessment of the cost of the price area of the hierarchical model,
according to the respondents, the highest cost is concerns about difficulties in
“obtaining total or partial reimbursement from insurance” (0.5483). The
procedure of including a rehabilitation toy on the list of medical products
partially or fully reimbursed by health insurance is complicated and requires
meeting many requirements and obtaining the necessary certificates. Possible
difficulties are related to the formal requirements as well as the time needed
to meet the guidelines set out in the Act on Medical Devices. Another item in
the structure of importance of the AHP model price sub-criterion "costs" is,
in the opinion of medical sector experts, "for the purpose of home
rehabilitation the need to purchase a toy by parents" (0.3219). Experts
emphasized that in order for a toy to fill a significant market gap in the field
of rehabilitation equipment for children, which can be used at home, it must
be characterized by an affordable price, which can be covered by parents
even in the absence of co-financing from external sources. The least
important price sub-criterion in the opinion of the respondents is “high costs
of introducing the toy to the market (obtaining permits, certificates, market
research)” (0.1298).

The main criterion "design" of the AHP "cost" model obtained the lowest
priority value (0.1204) in the respondents' assessment. When analysing the
values of the subcriteria for the AHP "cost" model design area, one can
notice similarities in the priority values assigned by experts to all three



decision-making elements. The difference in values between the analysed
sub-criteria is several percentage points, which means that these decision
elements have similar importance in the structure of the main criterion. The
sub-criterion "risk of child-patient getting bored with the functions of the toy"
obtained the value (0.3969), thus constituting the most important element of
the presented hierarchy. In the order of importance, the cost consisted of
"limited possibilities of introducing interactive elements into the toy"
(0.3060). The least significant sub-criterion of the hierarchy is "limiting the
target audience to the youngest patients only" (0.2971).

Moreover, the analysis of the significance of decision-making elements
on a local basis for individual main criteria of the AHP "cost" model,
calculations were also made of the values of global sub-criteria. The
structure of the importance of individual subcriteria in achieving the main
goal, defined as "introducing an innovative rehabilitation toy for children to
the market" was presented. Figure 4 shows the structure of the importance of
global priorities for all sub-criteria of the AHP "cost" model.





Fig. 4. Global priority values for the AHP "costs" sub-criteria

4 Conclusions

There is a significant market gap in medical equipment specifically
dedicated to small patients. On the rehabilitation equipment market you can
find numerous medical devices and aids for the rehabilitation of the upper
limbs (rehabilitation tapes and weights, hand trainers, manual charts,
rehabilitation balls, etc.), although these devices are not specially adapted
for children. In the case of rehabilitation of children and adolescents, the
basic problem is their involvement in exercising. The reason for this is the
attractiveness of the activities they perform. Children tend to give up
activities quickly which they find boring and unattractive. For this reason, in
order to encourage children to perform rehabilitation activities, the
equipment, in addition to appropriate technical parameters (adaptation to the
child's height, weight, strength), should, with its design, shape, colors and
interactive functions, encourage the child to further exercise. In this respect,
few devices meet these characteristics.

Rehabilitation equipment for children available on the market in many
cases, due to its high price or complicated form of use, cannot be used at
home, but only in hospitals or rehabilitation centers. Undoubtedly, this affects
the quality and duration of treatment, as well as the inconvenience for the
patient's families related to frequent visits to specialized facilities offering
appropriate rehabilitation equipment. There is a lack of multifunctional
devices that would be specially adapted to the needs of the youngest patients
with upper limb dysfunctions, and would allow for effective rehabilitation at
home, without the need for constant care by medical personnel, at a price that
could be covered by the patient's family.

The presentation of the problem in the form of a multi-criteria
mathematical model of the AHP, both by analyzing the elements affecting the
"benefits" and "costs" resulting from the introduction of an innovative
rehabilitation toy for children onto the market, is an attempt at a
complementary approach to the issue. When analyzing the market and
interviewing the medical staff involved in the rehabilitation of children with
all kinds of handicaps of the upper limbs, two basic conclusions were
drawn. The results of AHP analysis could be applied into practice to design
the rehabilitation toy.
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Abstract. The chapter presents the information on the state-of-the-art in biomaterials used for artificial
orthopedics implants and the technologies for their manufacturing and treatment. The main groups of
these materials are metallic substance (steels and alloys), bioceramics (bioinert and bioactive) and
bioglasses. They should meet the requirements of bio-stability, biocompatibility, bioactivity, and desired
mechanical properties (Young’s modulus, strength, hardness, fatigue resistance, resistance to brittle
fracture and wear). The chemical composition, structural components and the properties (physics-
chemical and mechanical) of the up-to-date biomaterials are described in the chapter. The technologies
of surface treatment and the coating deposition applied for artificial implants are covered as well. The
chapter could be used as the teaching materials for the students in Bio-Engineering specializing in
artificial implants fabrication.
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1 Requirements for artificial implant materials

The rapid aging of the world's population leads to increasing demand for the
use of implants. Implants (from Latin «in + plantare») are a class of medical
products used for implantation in a living organism as prosthetics
(replacements of a missing organ) or as an identifier (e.g., the skin-fed chip
with pet information). Implants always have an inorganic composition as
opposed to a transplant. Implants applications are dentistry (implantation of
teeth), otorhinolaryngology (cochlear implants), neurosurgery (brain
implants), cardiology (heart valves (mechanical, biological prostheses),
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stents), ophthalmology (retinal implants), orthopedics (implants of paralyzed
limbs, artificial joints, etc.), identification implants (identity setting, etc.).

Implants are made of biomaterials. The biomaterial is a synthetic or
natural material used in a medical product (device) or in contact with
biological systems (organisms). Biomaterials are designed to replace
damaged organs and tissues of the body. Classification of inorganic
biomaterials (for implants): (a) metals and alloys, (b) biopolymers, (c)
bioceramics, (d) bio-glasses, (e) composite materials.

The human body is a very complex system that has ability for self-
regulation and self-organization. It is very sensitive to external intervention,
which leads to the biological and physicochemical interactions “implant
material/body” as a result of direct contact with the technical system. During
the life process, the implant embedded into the body is negatively affected by
internal fluids and biological substances, pressure and temperature,
mechanical stresses, and friction. All these lead to the degradation of implant
material contributing to the reduction of its durability and functional
properties. On the other hand, implant material may destructively effect the
body's biological system through mechanical, toxic, carcinogenic, and energy
factors.

The body's response on implant materials are (a) corrosion, (b)
biodegradation (the destruction of a material as a result of the activity of
living organisms with the loss of its basic specific properties), (c)
mechanical destruction, (d) wear in the joints.

Corrosion resistance of metallic materials depends on its ionization
potential The ionization potential for some metals are Li –3.040; Ca –2.870;
Na –2.710; Mg –2.360; Al –1.660; Ti –1.630; Zn –0.763; Cr –0.744; Co –
0.277; Ni –0.250; Pb –0.126; H 0.000; Cu +0.337; Ag +0.799; Pd +0.987.
High corrosion resistance is attributed to the metals with positive ionization
potential (Pd, Au, Ag, Cu). The more electronegative the element, the worse
its corrosion resistance.

The requirements for bio-stability, biocompatibility, and bioactivity are
imposed on implant material [1].

Bio-stability (bio-inertness) is the ability of a material to be not rejected
by the immune system and to withstand structural changes and decomposition
being in a biological environment. There should be no negative impact on the
biological system. The bio-stability of metallic materials is largely



determined by their susceptibility to corrosion, which depends on the
standard chemical potential (the higher potential the higher corrosion
resistance), the surface quality (the more rough surface, the higher the
susceptibility to corrosion), the purity of the chemical composition (the
purer, the higher corrosion resistance).

Biocompatibility is the ability of a material to be incorporated into a
patient's body without causing clinical side-effects. Bioactivity is the ability
of a synthetic material to provide the required positive reaction (healing) by
the body in contact with non-living material. Bioactivity implies the
interaction with surrounding tissues to form a direct bond with them,
exhibiting osteoconductivity and (or) osteoinductivity. Osteoconductivity is
the ability of materials to adhere and bind osteogenic cells, provide
biological fluxes, forming bone-binding cells. Osteoinductivity is the ability
of a material to generate cells (chondrocytes, osteoblasts) from surrounding
non-bone tissues leading to the accelerated healing of injured organ.

2 Overview of metallic bio-materials

2.1 Introduction to metallic bio-materials

The greatest share of orthopedic implants (up to 80 %) is made of metallic
materials [1, 2]. These materials are indispensable in the bones’ and joints’
treatment (Fig. 1), the fracture risk of which increases significantly with age.
Apart from bioinertness and bicompatibility, the materials for implants must
meet certain requirements for chemical properties (absence of unwanted
chemical reactions with the body’s environment), mechanical characteristics
(strength, Young's modulus, resistance to brittle destruction and wear) and
biological properties (absence of rejection by the immune system, promoting
the regeneration of bones’ tissue). Recent studies have shown that modern
materials for endoprosthetic require further improvement to improve their
biocompatibility and biofunctionality. Traditional metallic biomaterials for
implants are represented by three groups of alloys: Ti-based alloys,
corrosion-resistant steels, and Co-Cr alloys. The latter have the highest wear
resistance, stiffness, and strength as compared to stainless steels and Ti-
alloys. Stainless steels tend to be superior in plasticity and cyclic strength
over Ti-alloys and Co–Cr alloys. The metallic materials for the implants are
not limited by the above alloys. Also, active research and development of



new types of metallic biomaterials based on Nb, Zr, Ta, with improved
biocompatibility and the high potential for use in implantology, are ongoing
in various countries.

Fig.1. X-ray images of metallic implants for (a) hip [3] and (b) knee [4]

2.2 Ti-based alloys

Ti-based alloys are the most commonly used biomaterials for the
endoprosthesis [5] (Fig. 2). The reason for this is the highest (among other
metals) biological compatibility of titanium in combination with its high
corrosion resistance. Also, titanium alloys have an advantage over stainless
steels and Co-Cr alloys in specific strength. The latter is due to the low
specific weight of titanium (4.505 g/cm3), which is important for the
endoprosthesis. Currently, the widely used alloy Ti–6Al–4V is not
biomedically applied due to the vanadium toxicity. Therefore the non-
vanadium analogs have been developed such as Ti–6Al–7Nb and Ti–5Al–
2.5Fe [6]. With the emergence of information that aluminum causes
Alzheimer's disease (also a neurotoxic effect of aluminum is revealed), the
further development of Ti-based alloys presumes the absence of aluminum in
their composition.



Fig.2. Hip prosthesis design [7].

Low-modulus β-Ti alloys. Currently, β-titanium alloys for implants have
attracted particular attention from researchers regarding the problem of stress
shielding associated with an uneven stress distribution between the implant
and the bone [8]. Because the metallic implant’s Young's modulus is slightly
higher than Young's modulus of bone tissue, tension is perceived primarily by
the implant, not the bone. This leads to bone atrophy with weakening or loss
of the implant or bone’s fracture after its removal. Therefore, the metallic
materials should have Young's modulus as close as possible to the bone,
which needs developing suitable metallic materials. In general, the titanium’s
elasticity modulus is the lowest among the major metallic biomaterials [1].
For example, Young's modulus of Ti-6Al-4V alloy (110 GPa) is significantly
inferior to Young's modulus of corrosion-resistant steel (180 GPa) and
cobalt-based alloy (210 GPa).

As is known, titanium alloys are divided by structure into three classes:
α, β, and α+β. Among them, the lowest Young's modulus is attributed to the
alloys with β-structure. This is caused by the crystalline lattice type of β-
alloys (BCC), which has a lower atomic density than that of the α-titanium
lattice (HCP). Thus, one of the main approaches for biomedical Ti-alloys is
the development of β-structure alloys alloyed by non-toxic elements (Nb, Zr,
Mo, Ta, Fe, etc.). Such alloys Ti–16Nb–10Hf, Ti–13Nb–13Zr, Ti–12Mo–



6Zr–2Fe, Ti–15Mo–5Zr–3Al, Ti–35.3Nb–5.1Ta–7.1Zr, Ti–29Nb– 13Ta–
4.6Zr (TNZT) have already been developed and tested. The Young's modulus
values for β-type titanium alloys range from 40 to 80 GPa. The data
presented in [9] convincingly prove the advantage of β-alloy TNTZ over
(α+β)-alloy Ti–6Al–4V and SUS 316L stainless steel, introduced as
intramedullary rods during healing a rabbit shin’s fracture. The application of
low-modulus β-alloy provided the most positive dynamics in indicators of
animal’s broken bone remodulation.

A new approach in this framework is the development of relatively
inexpensive lowmodulus materials alloyed with cheap elements such as Fe,
Cr, Mn, Sn. The alloys of alloying systems Ti–12Cr, Ti–Mn–Fe, Ti–Sn–Cr,
Ti–Mn, Ti–Cr–Sn–Zr, Ti–(Cr, Mn)– Sn are currently being developed. Since
the crystal’s orientation effects on Young's modulus of alloy, its level can be
reduced by forming a special crystalline texture: Young's modulus of a
monocrystallicβ-alloy (TNTZ), oriented in the ‹100› direction, has Young's
modulus (35 GPa) close to the upper part of the human bones range (about 30
GPa).

The disadvantage of β-alloys is the low (compared to β- and (α+β)-
alloys) strength and fatigue resistance values, which limits their use in
implantology. This problem is being solved by applying cold plastic
deformation with high reductiondegrees, which provides the 1,5-fold
increase in β-alloys’ strength while maintaining a low elasticity modulus [1].
However, such treatment does not increase fatigue resistance. An alternative
approach is the application of heat treatment (quenching with subsequent
aging) to precipitate α-phase and ω-phase from the β-solid solution, which
causes a strengthening effect. However, this results in Young's modulus
growth. Short aging holding is optimal since it increases fatigue resistance
with keeping Young's modulus less than of (α+β)-alloys. The dynamic
strength of β-alloys can also be increased by the introduction of the dispersed
particles, for example, TiB and Y2O3; in this case, cold deformation
increases not only the strength but also the fatigue resistance [10].

Ti-alloys having a self-tunable elastic modulus. A separate group of Ti-
alloys are alloys with self-tunable Young's modulus, which have been
actively developed recently. Their development was due to a problem
related to the spinal locking devices, which have to bend during surgery to
reproduce the physiological curvature of the patient's spine [1]. As shown
above, implants of low Young’s modulus material must be used for the rapid



healing of the bone. However, such materials have an increased ability to
spring when bending, which complicates the adaptation of the device for the
spine fixation in a limited space inside the patient's body. Thus, the Young's
modulus of a Tialloy for such devices should be low enough to avoid bone
atrophy, but high enough to be less springy for the spine surgery devices.

The main direction in the self-tunable titanium alloys development is the
using of deformation-induced phase transformation’s, which occurs in Ti-
alloys with an initial low Young's modulus. Self-tunable titanium alloys
include alloys of Ti–Cr, Ti–Mo, Ti– Zr–Cr, Ti–Zr–Mo and Ti–Zr–Mo–Cr
alloying systems [11]. Cold rolling increases Young's modulus of the Ti-12Cr
alloy from 60-70 GPa (quenched state) to 85 MPa due to the ω-phase
formation [1]. In contradistinction to the Ti-12Cr alloy, a similar treatment
does not change Young's modulus of the TNTZ titanium alloy, which is not
prone to deformation-inducedβ→ωtransformation.

Ti-Zr alloys with high calcium phosphate deposition resistance.
Implants include a separate group of removable implants (such as screws or
implants installed in a growing child's body) that are removed after some
time after surgery. Removal can cause problems with calcium phosphate
formation on the implant surface [1]. The formation of this substance is an
important mechanism that uses the body for healing fractures, so the
acceleration of this process is even stimulated by special technologies for
surface treatment of fixed implants. The implant’s accretion with a bone
substance (calcium phosphate) secures it to the bone and complicates
removal after treatment completion, which can lead to bone fracture.
Therefore it is necessary to suppress the calcium phosphate deposition on
surface ofthe removable implants.

This problem is solved by the use of Ti-Zr alloys. Titanium and
zirconium have unlimited solubility in each other, while the introduction of
zirconium increases the strength of titanium alloys. Zirconium has the same
low toxicity to the body as titanium, i.e. it shows high biocompatibility. An
important advantage of zirconium is its ability to prevent calcium phosphate
deposition on titanium alloys, which is achieved with a content of at least 25
% Zr. On this principle, a series of Ti-Zr biomedical alloys such as Ti–Zr–
Nb–Ta, Ti–Zr–Nb, Ti–30Zr–5Mo, Ti–Zr–Al–V have been developed [1]. A
series of titanium alloys with a self-tuning Young's modulus (Ti–30Zr–7Mo,
Ti–30Zr– 5Cr, Ti–30Zr–3Cr–3Mo) are easily separated from the bones due
to the alloying of 30 % zirconium [12].



Titanium alloys with the superelasticity and shape memory effect.
The widely known Nitinol alloy (50% Ni – 50 % Ti), which has a
pronounced shape memory effect and has been used in the manufacture of
intravascular implants (stents), is now recognized as dangerous due to nickel
toxicity. Therefore, studies on the development of nickel-free Ti-based alloys
with superelasticity are continuing. According to the alloying system, these
alloys are divided into four main groups [1]: Ti–Nb (Ti–Nb–O, Ti– Nb–Sn,
etc.), Ti–Mo (Ti–Mo–Ga, Ti–Mo–Ge, etc.) [24], Ti–Ta (Ti–50Ta–4Sn, Ti–
50Ta– 10Zr, etc.), Ti–Cr (Ti–7Cr–1.5Al). All alloys have a β-structure,
where the β-phase is unstable to reverse martensitic transformation under
deformation. Adding a small amount of oxygen or nitrogen increases the
elastic characteristics of Ti-alloys by reducing the start temperature of the
martensitic transformation. An additional increase in the superplasticity
effect is achieved by forming a special texture by the use of thermo-
mechanical treatment, as well as multi-stage heat treatment, during which the
dispersive particles of the α-phase precipitate making strengthening effect.

2.3 Stainless steels

Apart from Ti-based alloys, there are other metallic materials that are widely
used for the implants in orthopedics. The traditional groups of such materials
include stainless steels are widely used in various technologies [1, 5].
Stainless steels have the longest term use among metallic materials for
implants. The austenitic stainless steels (typical representatives are SUS
316/316L steels) make a wide range of biomedical products used in
implantology such as plates, wires, screws, stents, catheters, electrical
stimulants, etc. SUS 316 steel has the following chemical composition
(wt.%): 16-18 Cr; 10-14 Ni; 2-3 Mo; ≤0,08 C; ≤2 Mn; ≤0,75 Si; ≤0,10 N.

The main advantage of stainless steels is the excellent corrosion
resistance combined with the increased structural strength. A significant
drawback is the high nickel content, which has high biotoxicity. In this
regard, studies on the development of nickel-free stainless steels for
bioapplications are continuing. These studies are conducted in the direction
of nickel replacement with other strong austenitic forming elements like
manganese and nitrogen. Examples of such steels are Fe–(15…18)Cr–(10…
12)Mn– (3…6)Mo–0.9N, Fe–15Cr–(10…15)Mn–4Mo–0.9N, Fe–21Cr–
9Ni–3Mn–0.41N(Rex 734), Fe–18Cr–18Mn–2Mo–0.9N, Fe–(19…23)Cr–



(21…24)Mn–(0.5…1.5)Mo–0.9N (BioDur108), Fe–(16…20)Cr–(12…
16)Mn–(2.5…4.2)Mo–(0.75…1)N [13]. These steels are made by liquid
metallurgy methods using refining technologies, such as electroslag remelting
or electroslag remelting under tension.

As the biocompatibility of manganese is still insufficiently proven, there
is a promising trend to produce high-chromium steel with high nitrogen
content by solid-phase saturation of steel with nitrogen. In this case, ferrite
stainless steels such as Fe–24Cr or Fe–24Cr–2Mo are used as the starting
material. The final product with the required shape and size are manufactured
from these steels, after which long-term heating in a nitrogen gas environment
is conducted. Nitrogen diffuses into steel, its content increases up to 0.9-1.0
%, leading to the γ-phase stabilization [1]. It is not possible to obtain steel
with such a high nitrogen concentration by conventional metallurgical
technology (smelting and deformation) due to the high material’s brittleness.
The nitrogen diffusion saturation method can only be used for thin-walled
products. Studies have been conducted to show the prospect of nitrous
nickel-free stainless steel as a material with high biocompatibility and non-
toxicity.

2.4 Co-based alloys

Cobalt-based alloys are characterized by high corrosion resistance and
superior wear resistance [1, 5], which makes them an indispensable material
for the artificial joints manufacture. Cobalt belongs to polymorphic metals: it
has a ε-structure (HCP lattice) at room temperature and a γ-structure (FCC
lattice) in the high-temperature region. Due to a large number of dislocation
slip systems, the γ-structure provides higher plasticity being therefore
desirable for cobalt-based alloys. To obtain the ε-structure, nickel is usually
added to the cobalt, which increases the packing defects’ energy in the
crystalline lattice, which stabilizes the ε-phase. The alloys of the Сo–Cr–W–
Ni system (ASTM F90) have a γ-structure at room temperature, which
provides them with high technological plasticity and facilitates the implants’
manufacture.

Since nickel relates to potentially dangerous for health elements, the
nickel-free cobalt alloys for biomedical use have been developed. Among
them, the most famous are the Co–Cr–Mo alloys (ASTM F75). One of these
alloys is “Vitallium”, containing 65Co–30Cr–56Mo. The absence of nickel



in the alloy composition causes high energy of packaging defects, and
therefore in the structure of the alloy at room temperature, there is a ε-phase,
which reduces its technological plasticity. This disadvantage is compensated
by the addition of 0.2 % nitrogen, which allows the get complete γ-structure.
However, the resulting γ-structure is unstable to deformation martensitic
transformation γ→ε which reduces the ability to cold plastic deformation.
Therefore, hot plastic deformation is used for forming products of Co-Cr-Mo
alloys, which is also used to refine the structure and enhance mechanical
properties. For this purpose, the Co–27Cr–5Mo–0.16N alloy can also be
subjected to a heat treatment during which the «eutectoid (ε+Cr2N)→γ»
transformation takes place, accompanied by grain refinement and mechanical
properties enhancement.

2.5 Zr-based alloys

Zirconium alloys are increasingly used as biocompatible materials, mainly
due to their low magnetic susceptibility. The problem is that in the case of the
metal implants presence in the patient’s body, the artifacts (areas with a
distorted picture) may appear during magnetic resonance imaging on MRI
(Magnetic Resonance Imagine). The reason is the difference in the magnetic
susceptibility of metals and living tissues [1]. The magnetic susceptibility of
Ti (3.2·10-6 cm3/g) is higher than that for living tissues but much lower than
for ferromagnetic Fe and Co. For Zr, this number is even lower to be of
1.3·10-6 cm3/g.

Zr and Ti are in one group and they have similar physics-chemical
properties, i.e. Zr is promising for biomedical use. In this regard, Zr-based
alloys (Zr–Nb, Zr–Mo) have been developed [14]. The introduction of 3-9
wt.% Nb reduces the magnetic susceptibility of zirconium to (1.1…1.2)·10-6

cm3/g [10]. In this niobium concentration range Zr–Nb alloys have different
microstructures: α' (3 % Nb), (α'+ω+β) (6 % Nb), and (ω+β) (9 % Nb),
among which ω-structure has the lowest magnetic susceptibility.
Molybdenum has a similar effect: it is found that with the introduction of 3 %
Mo, the magnetic susceptibility of the Zr-alloy becomes less than 1.1·10-6

cm3/g, which is the lowest value for known metal alloys.

2.6 Ta-based and Nb-based alloys



Ta and Nb are non-toxic elements used for alloying titanium and zirconium
alloys. They exhibit similar high biocompatibility and corrosion resistance.
The biocompatibility of tantalum is close to that of titanium [1], which is why
Ta has been used since the 1940s in dentistry and orthopedics (as the
radiographic bone markers, vascular clamps, cranial plates, etc.). Successful
use of porous tantalum in arthroplasty of joints, spine surgery has been
reported when bone grows into tantalum pores, forming a strong composite.
In this regard, porous tantalum is actively investigated in the direction of
determining its mechanical properties under static and dynamic loading
conditions. Porous tantalum in the form of commercial Hedrocel™ material
has been found to have a microhardness of 240-393 HV, a tensile strength of
63±6 MPa, bending strength of 110±14 MPa, and compression strength of
60±18 MPa. The plasticity of this material is inferior to other metallic
biomaterials, but it is higher than the plasticity of bone or alternative
materials such as ceramics or ceramic-filled composites. The Young's
modulus of the composite «C-frame/Ta-foam» is 1.15±0.86 GPa to be close
to the bone modulus (1.08 ± 0.86 GPa) [1].

Another way of using tantalum is to make the stents. Comparison of Ta-
stents with the stents made of Nitinol, stainless steel SUS 316L, and Co-Cr
alloy revealed that Tastents and Nitinol stents produce the least pronounced
artifacts during MRI and angiography. Unlike other metals that are
electropositive, tantalum exhibits electronegativity. Therefore, it was
expected to reduce the stent’s ability to thrombus formation, since blood
elements (fibrin, platelets) also exhibit electronegative properties. However,
it has been found that tantalum does not outperform other metallic
biomaterials for blood compatibility, which explains the activation of blood
coagulation by the presence of negatively charged surfaces [1]. On the other
hand, the dopping of TiO2-films of with the Та5+ ion increases its blood
compatibility.

Nb-based biomedical alloys are currently being developed. The Nb–2Zr
alloy subjected to equal channel angular pressing acquires high mechanical
properties in combination with high corrosion resistance in body fluids [1].
A promising Nb–28Ta–3.5W– 1.3Zr stent alloy has been developed having
high corrosion resistance and low magnetic susceptibility, which
significantly reduces the manifestation of artifacts in MRI.

2.7 Biodegradable alloys



Mg-based alloys. There are different implants in the form of locking
structures that are not intended for long-term use: after reaching a certain
result in treatment, they should be removed from the patient's body. Removal
of a temporary implant is associated with undesired surgery causing trauma
and risk of complications. In this regard, a new direction in Bio-Engineering
has been actively developed in recent decades, which is to design the
biodegradable materials for the manufacture of temporary implants [1, 15].
The concept of biodegradable materials is that the implant is not removed
from the patient’s body after performing certain tasks, but remains in it,
gradually degrading (dissolving) due to chemical interaction with the internal
environment of the body. The designing of biodegradable metallic materials
is currently an ambitious scientific challenge that attracts the attention of
material scientists from different countries. Because of the problems that
arise, the development is underway in several directions that are currently
actively developing.

A significant disadvantage of metallic Fe-based, Ti-based and Co-based
orthopedics biomaterials is their high strength, which is much higher than the
bones’ strength. When using metal implants, the «stress shielding» effect can
appear, when external loads is mainly concentrated on the implant while the
bone remains weakly loaded. This leads to a decrease in bone density after
its growth with repeated destruction [1].

In addition to durable metallic materials, calcium phosphate ceramics
and bio-soluble polymers are increasingly used in implantology:
polyglycolic (PGA) and polylactic (PLLA, PDLA) acids, their copolymers
(PLGA), hydroxy derivatives of alkanoic acids (PHA). The disadvantages of
these materials are low and unstable strength (tensile strength is 20-70 MPa,
Young's modulus is 1.2-6.9 GPa), which makes it impossible to use them in
manufacturing loaded implants. These materials are also brittle, non-durable
substances.

An alternative to durable metallic biomaterials, on the one hand, and non-
durable biopolymers, on the other, are magnesium-based alloys. Magnesium
refers to light metals (density – 1.74 g/cm3). Its Young's modulus and tensile
strength are 41-45 GPa and 113 MPa, respectively, to be higher than that of
the polymers, and are as close as possible to the mechanical properties of
human bone tissue (3-20 GPa and 30-150 MPa, respectively), compared to
other metallic biomaterials.



Magnesium and its corrosion products have high biocompatibility [15].
Magnesium is important for the metabolism processes of the human body as a
cofactor of about three hundred enzymes formation. Magnesium corrosion
products in the body are Mg2+ ions, hydroxide ions OH– and hydrogen (Н2).
Mg2+ ions promote rapid healing of the injured tissues without causing
cellular toxicity; their excess is excreted through the urinary tract.
Magnesium alloys are easily soluble in water and other corrosive
environments, making them potentially attractive biosoluble materials. The
first use of magnesium alloys as implants date back to the late 19th century
[15].

The disadvantages of pure magnesium are its high brittleness, the
hydrogen release during the magnesium dissolution (hydrogen accumulates
near the implant and adversely affects the bone tissue formation), undesirable
increase in the body’s alkalinity level. Therefore, the task arises to develop
the magnesium alloys with improved mechanical properties and corrosion
resistance.

The possibility of using commercially available magnesium alloys of
various alloying systems such as WE43 (alloy systems of Mg–Y–REМ–Zr),
AZ91 (Mg–Al–Zn), AZ31 (Mg–Al–Zn–Mn), LAE442 (Mg–Li–Al–REМ–
Mn, etc), as biosoluble materials is being intensively investigated [1, 15].
For example, alloy AZ31 contains about 2.5 % Al, 0.9 % Zn, 0.3 % Mn, and
the Mg is balance. As these alloys contain chemical elements with unproven
biocompatibility, Mg-based alloys consisting of non-toxic elements (Zn, Ca)
have been developed. The screws of commercial biosoluble magnesium
alloys (Magnezix®, Sintellix, Milagro®, DePuy Mitek (the latter made of
Mg-Y-REM-Zr alloy) have emerged on market in recent years.

One of the major drawbacks of Mg-based alloys is the high dissolution
rate in the physiological environment. Rapid implant’s degradation leads to
the formation of gas cavities or breaks at the bone/implant interface. In this
regard, studies on improving the corrosion resistance of biomedical Mg-
alloys are being conducted. One of the way is to deposit the protective
coatings. These technologies include [1, 15]: (a) obtaining a Al2O3 layer
using plasma implantation of Al and O atoms and ions, (b) electrochemical
deposition of fluorinated hydroxyapatite (FHA) and Ca-P coating, (c)
impulse deposition of a Ca-deficient hydroxyapatite coating, (d) the
formation of «CaHPO4·2H2O/polycaprolactone» composite coating, (e)
hydroxyapatite deposition by magnesium anode dissolution method, (f) the



deposition of biodegradable polymers, etc. Recent studies have found
potentially high biocompatibility of graphene and its derivatives as a
protective coating on magnesium alloys. These coatings have been reported
to promote the adhesion and reproduction of human osteoblastic cells and
facilitate the mesenchymal stromal cells differentiation into osteoblasts. The
composite «Graphene oxide + Hydroxyapatite» coating forms, when initially
deposited graphene oxide being held in the body’s fluid simulates the
hydroxyapatite deposition. This coating significantly increased the corrosion
resistance of AZ91 magnesium alloy.

Another direction is increasing the physical and chemical properties of
Mg-based alloys by adding alloying elements (Pd, Sc, Zr, Nd). The addition
of 0.1 % Sc reduces the dissolution rate of the standard ML-10 alloy in
saline (Venofundin), while the addition of 0.05 % Ag increases it. It was
found that the addition of 1.25–1.3 % Zr and 2.9–3.1 % Nd provides an
increase in the stability of the magnesium alloy’s mechanical properties
under the prolonged holding in saline (Gelofuzin) [16]. The absence of a
toxic effect for Mg-Zr-Nd alloy’s degradation products on a living organism
was proved and the positive dynamics of reparative osteogenesis was
established.

Fe-based alloys. Pure iron and Fe-based alloys were proposed for use
as bio-soluble materials in the early 2000s [1]. These alloys have a higher
strength and Young's modulus than magnesium alloys. However, implants
made of iron take years to completely dissolve, meaning that their corrosion
rate is too slow for the implant to disappear without long-term side effects.
Iron oxidation products (Fe2+ and Fe3+ ions) are important for vital activity
and do not exhibit toxicity at expected concentrations. However, due to the
very low biodegradation of pure Fe, such stents exhibited adverse reactions
associated with the accumulation of insoluble iron hydroxide, preferably in
the cells at the implantation site. Afterwards, the migration of iron-rich cells
throughout the body was observed, causing chronic inflammation.

To increase the iron’s biodegradation rate, Fe-Mn alloys have been
developed that use the deformation-induced ε-martensite. ε-martensite areas
are distributed in the austenite enhancing the mechanical properties and
accelerating the alloy’s corrosion rate [19]. However, the biodegradation
rate of Fe-Mn alloys remains an order of magnitude lower than Mg-based
alloys. The alloying of Fe-Mn alloys with palladium in combination with



heat treatment further increases the strength and corrosion rate due to the
intermetallic inclusions (Fe, Mn)Pd precipitation [20].

Zn-based alloys. The first data on the use of zinc alloys for biosoluble
implants have emerged over the last few years [1]. Like magnesium and iron,
zinc is a vitally needed element in the human body; it is a part of many
enzymes and other proteins, ensuring the optimal flow of metabolic
processes, as well as the growth, divide and function of cells. From these
positions, zinc ions released from the implant during degradation can
normally integrate into the body's metabolic activity without causing toxic
effects. The zinc electrode potential (−0.762 V) is intermediate between
magnesium (−2.372 V) and iron (−0.444 V), so pure zinc corrodes with
favorable kinetics, i.e. faster than iron but slower than magnesium alloys.
This is due to the formation of the passive layers on the surface. The
degradation products of zinc alloy (Zn2+ ions) are considered to be
sufficiently biocompatible and even to have anti-inflammatory effects. Zinc
alloys have a high ability to manufacturing and processing; unlike magnesium
alloys, they can be smelted in an atmosphere of air.

The addition of iron controls the biodegradation rate of pure zinc [17].
The addition of 1.3 % Fe doubled the zinc corrosion rate due to the micro-
galvanic effect caused by the δ-phase (Zn11Fe) formation. Histological
examinations performed 14 weeks after the introduction of the implant to the
rat showed no adverse systemic effects in the tissues adjacent to the implant.

The use of zinc implants is constrained by its low mechanical properties
(tensile strength (UTS) is 50-140 MPa, elongation (EL) is 0.3-5.8 %).
Currently, zinc alloys with a higher properties complex are being actively
developed. The main direction is the introduction of alloying elements that
provide solid-state hardening and intermetallic phases strengthening. Alloys
of various alloying systems: Zn-Mg, Zn-Ca, Zn-Sr, Zn-Al, Zn-Cu, Zn–Al–
Mg–Bi, Zn-Li, Zn-Ag, etc. have been developed [1]. In the latter two cases,
the enhancement of strength is ensured by the intermetallic compounds α-
LiZn4 and ε-AgZn3, respectively. Currently, the following properties of zinc
alloys have been achieved: Zn–5Al (UTS=300 MPa, EL=16 %), Zn–4Li
(UTS=440 MPa, EL=13,7 %), Zn–7Ag (UTS=287 MPa, EL=32 %) [1]. The
resources for further improving mechanical properties are heat treatment an d
cold plastic deformation. Prospects for further research in this area are to
conduct long-term clinical investigations and analyze their results to prove



the safety for humans of designed biosoluble materials based on magnesium,
iron and zinc.

As shown above, the field of metal alloys for biomedical use shows high
dynamics in the direction of the new materials development with improved
biofunctional properties and biocompatibility. This leads to formation of a
new branch of Materials Science – Bioengineering Metal Science.

3 Bioceramics

Ceramics came from ancient times meaning the products and materials
obtained by sintering clays and their mixtures with mineral additives.
Plasticity of clay was used by man at the dawn of human civilization, and the
first clay products were the sculptures of humans and animals that have come
from the Paleolithic Era. However, the annealing process which gives the
clay products hardness, water-resistance and fire resistance, began to be
widely used only in the Neolithic Era. Terracotta architectural details, tiles,
water pipes, etc. were made both in ancient Greece and in ancient Rome,
where the manufacturing of bricks was specially developed. The word
“ceramics” came from the ancient Greek language (“keramos” means “burnt
clay”, “keramici” means “pottery”).

For the centuries ceramics industry traditionally produced glass,
cookware, constructional and refractory materials. After the Second World
War ceramics have found new applications in high-tech advanced industries
of electronic engineering. Ceramics are the most important elements of
computer components, including capacitors, substrates of integrated circuits,
thermistors, etc. The concept of “ceramics” has recently been transformed. In
addition to traditional materials made of clay, materials derived from pure,
simple and complex oxides, carbides, nitrides and the like began to be
attributed to ceramics. Now ceramic is understood as any polycrystalline
materials obtained by sintering non-metallic powders of natural or artificial
origin. The most important components of modern ceramics are the oxides of
Al, Zr, Si, Be, Ti, Mg, the nitrides of Si, B, Al, the carbides of Si and B, their
solid solutions and composites.

Ceramics have a wide range of physical and chemical properties as
compared with metals and polymers. The ceramics are not oxidized and are
stable in a much higher temperature range than that of metals. The modulus of
elasticity of ceramic fibers is much higher than that of metals. Among the



ceramics, it is easy to find materials with large or small (even negative)
coefficients of thermal expansion. Ceramics include thematerials belonging
to dielectrics, semiconductors, and conductors, and even superconductors.
The fabrication of ceramic is less energy-consuming and more
environmentally friendly compared with the metallic materials. Ceramic
materials have higher corrosive resistant, they are more biocompatible than
metals and polymers, and this allows them to be used for implantation of
artificial organs, and as structural materials in biotechnology and genetic
engineering.

Up-to-date ceramics can be divided into (a) structural ceramics, (b)
functional ceramics, and (c) bioceramics. Bioceramics are ceramics that can
be used as biomaterials due to their properties [18]. Bioceramics and
bioglass belong to ceramic biomaterials. Bioceramics are widely used for
dental and bone implants. Artificial joints are usually coated with
bioceramic materials to reduce wear and prevent inflammatory tissue
reactions. Other bioceramics applications are the elements of pacemakers,
artificial kidney apparatus and respirators. Bioceramics are also intended for
use in extracorporeal circulation systems (in dialysis) or in special bio-
reactors.

The main advantages of bioceramics are bioinertness in the human body,
high hardness and wear resistance, which makes it useful for bone implants,
dentures, and artificial joints. Such features as good esthetic appearance and
electrical insulation are also attractive for specific biomedical applications.
The global market for medical ceramics and ceramic components is
constantly growing.

Bioceramics should have the structural similarity of bone tissue, should
ensure the absence of undesired chemical reactions with tissues and body
fluids, should exclude the reactions from the body's immune system while
they have to provide the fusion of the implant with bone tissue, and the
stimulation of bone formation (osteosynthesis). Also, the mechanical
characteristics of bioceramics should be close to those of the bone,
otherwise, the differences in elastic modulus may result in implant loss due
to resorption of bone in contact with the implants.

3.1  Biological and biostable ceramics



By its reaction to the effect of the human body, bioceramics are divided into
(a) bioinert ceramics and (b) bioactive ceramics [19, 20]. Bioinert ceramics
have high chemical inertness in the human body environment and high
strength causing some negative consequences. The chemical inertness of the
ceramics results in the bone not being able to grow into the implant and the
place of contact is filled with a fibrous connective tissue that does not
provide strong contact. The high strength of ceramics leads to increased
stiffness of the implant. Thus implant will bear almost the entire mechanical
load while the bone will be not loaded enough. In the absence of the usual
load, bone cells start the process of bone dissolution, which leads to
osteoporosis which is a disease of reducing bone mass due to the growth of
their porosity. Therefore the risk of bone fracture in contact with the implant
increases significantly.

Bioactive ceramics promote rapid healing of the fracture due to the
involvement of the implant into this process. When the implant is dissolved,
then its active elements and substances are released to be involved in the
repairing of the bone tissue.

By structure, bioceramics are divided into monolithic and porous (Fig.
3). Monolithic ceramic is a compacted material without pores ensuring the
highest mechanical strength and, accordingly, it has a high resistance to
brittle fracture. Porous ceramics have a large number of pores (cavities)
results in its low mechanical strength. However, the porous surface of
bioceramics provides a larger contact surface between the biomaterial and
the growing bone, leading to the formation of higher number of chemical
bonds; as a result, the bone grows into the pores of the ceramics. Therefore,
bioceramics are attempted to be manufactured with macropores (pore size
greater than 100 μm) by introducing pore-forming agents that are either
volatile or easily water-soluble compounds (for instance, naphthalene,
sucrose, NaHCO3, NaCl, gelatin, polymethyl methacrylate etc.). The increase
in the size of macropores from 150 to 1220 μm does not accelerate bone
healing in contact with implant. In addition to macropores, any ceramics have
micropores (pore size less than 10 μm), which are formed in the course of
ceramics sintering. The size of the micropores depends on the sintering
conditions (temperature and duration of the process). The foaming is also
used in the fabrication of porous ceramics.



Fig. 3. The appearance of Al2O3: (a) monolithic and (b) porous

Biological ceramics. The biological ceramics are bones and tooth’s
elements (dentin and enamel) [21]. The bones are the constituents of a
skeleton. Bones are made of bone tissue, which is a type of connective
tissue. The bones are composed of cells (osteocytes) and an intercellular
substance consisting of collagen, glycoproteins, and mineral components
(mainly crystals of hydroxyapatite Ca10(PO4)6(OH)2). Due to its composition,
the bone has both flexibility and strength. The tensile strength of a bone is
about the same as of copper, and 9 times greater than that of lead. The bone
can withstand the compression load of 10 kg/mm² (similar to cast iron). A
pressure of 110 kg/cm² is required to break the human rib. Under external
load increase, the bone responds with an increase in strength while a bone
loses its strength with the load decrease. Dentin (from the Latin. dens, dentis
- tooth) is mineralized tissue of the tooth. It consists mainly of hydroxyapatite
(70-72%), impregnated with calcium salts and imbued with dentinal tubules
and collagen fibers (fibrils). The thickness of the dentin layer ranges from 2
to 6 mm. Dentin hardness reaches 58.9 kg/mm². Dentin forms the most part of
the tooth. Dentin coating is different, depending on its location: the tooth
crown is coated by tooth enamel, and at the root is coated by tooth cement.

Tooth enamel is a solid, mineralized tissue that covers the outside of the
tooth crown and protects dentin and pulp from external irritants. The
thickness of the enamel layer is maximal in the area of mounds of chewing
teeth, where it reaches 2.3-3.5 mm and minimum in the area of the tooth neck
(about 10μm). On the approximate surfaces of the permanent teeth, it is
usually equal to 1-1.3 mm. The enamel layer on temporary teeth is not
exceeding 1 mm. Enamel is the hardest tissue of the human body. It contains



95% of mineral substances (mainly hydroxyapatite, fluor-apatite, carbonate
apatite, etc.), 1.2% organic, 3.8% water (free and bound to crystals, and
organic components).

Biostable (bioinert) ceramics. The main varieties of biostable ceramics
are alumina (corundum, aluminum oxide α-Al2O3) and zirconia (zirconium
oxide ZrO2) [18]. These types of ceramics are not dissolved in the body
environment and therefore are considered biostable (bioinert). The most
characteristic of their feature is good wettability with aqueous solutions,
which allows them to adapt well to bone tissue. The wetting angle of saline
fluids for Al2O3 is 45o. This promotes better cell adhesion to the ceramic
surface. For steel and polymer, the wetting angle is 72-87o and 80o

respectively, which impairs adhesion. Al2O3 and ZrO2 have high friction
resistance due to their high hardness and strength, which is important for
artificial joints. Therefore, the surface of the friction joints is covered with a
layer of the mentioned ceramics.

Corundum is a natural mineral that belongs to the class of
oxides/hydroxides. It has a hexagonal crystal lattice in which oxygen ions
occupy positions at the nodes and aluminum ions are in octahedral pores
where each aluminum ion is surrounded by six oxygen ions. The type of bond
between atoms is ionic. This causes high strength and low ductility of this
material. In nature, corundum is in the form of minerals of bluish or
yellowish-gray colours. There are also varieties of corundum with different
colors: red (ruby), blue (sapphire), yellow (oriental topaz), and others. The
properties of corundum are: melting point - 2072 °C, density - 3.97
g/cm3,bending strength - 500 MPa, tensile strength - 4100 MPa, hardness -
2000 HV, Young's module - 380 GPa. Corundum has been used in medicine
since 1969, mainly for the manufacture of articular prostheses. Corundum
covers a cup of the acetabulum in the hip joint. Corundum has been found to
have exceptional wear resistance that reaches the highest values in the
corundum-corundum friction pair. The products of corundum wear are less
damaging to the body as compared with a metallic surface.

Bioceramic Al2O3 products are made of powders by pressing and
sintering. The powder is obtained from the mineral bauxite Al(OH)3 which is
decomposed at high temperature (1150 °C): 2Al(OH)3= Al2O3 + 3Н2О.
Obtained Al2O3 then is ground to a size less than 1 μm and compacted. The
corundum is manufactured by three-staged solid-state sintering. In the first



stage, the corundum particles are in contact with each other, but they are not
physically coupled. The compacted powder is heated to a temperature of
about 2/3 of the corundum melting point. At this stage, the “bridges” between
the particles appear connecting them. The area of adhesion gradually
increases, while the volume of pores decreases, the density of the material
increases. The particles coalesce to reduce the surface energy of the entire
system. In the last step, the individual particles become indistinguishable. At
the same time in the third stage, there is an increase of grains, which can lead
to a decrease in strength.

Al2O3 ceramic materials have a very low ability to plastic deformation. If
a crack originated in corundum, its development will be very easy, since
plastic deformation is not possible. Therefore, high brittleness of ceramics is
its main drawback. It is possible to improve the resistance of the ceramic to
brittle fracture by controlling the sintering process and reducing the number
of pores.

High-temperature modification of zirconium oxide has a cubic face-
centered crystal lattice in which oxygen ions occupy tetrahedral pores and
zirconium ions are located in the nodes of the lattice [19]. The bonding type
is ionic. This causes high strength and low ductility of this material.
Depending on the temperature, ZrO2 may have a different crystalline lattice:
monoclinic at room temperature, which turns to tetragonal at 900-1220 °C
and then to cubic at 2370 °C. Under cooling, when the tetragonal lattice
becomes monoclinic, there is a 3-5% increase in volume, which leads to
ceramics cracking. To prevent this, ZrO2 is stabilized by the addition of
oxides (Y2O3, HfO2, Al2O3), which inhibit the mentioned transformation.
More than 95% of zirconium oxide has the structure of the metastable
tetragonal phase. The properties of ZrO2: melting point – 2715 °C, density –
6.08 g/cm3,bending strength – 500-1000 MPa, tensile strength – 2000 MPa,
hardness – 1200 HV, Young's module –210 GPa.

If a crack is originated in zirconium oxide, its development occurs with
the transformation of the tetragonal phase into a monoclinic phase ahead of
the crack. This transformation consumes the crack energy, which means that
crack rapid development is delayed. As a result, zirconium oxide has a
higher toughness as compared to aluminum oxide. When heated to 60-500 оС,
a spontaneous transformation of the tetragonal phase into a monoclinic can
occur, which negatively affects the mechanical properties of ceramics. In
addition to its higher toughness, zirconium oxide has the advantage that it can



be used to make articulated heads of small size (up to 22 mm) and it is
adjustable for various bushing materials (Ti-alloys, stainless steel, Co-Cr
alloy).

In dentistry, zirconium oxide is used to make dental crowns. These
crowns have the following advantages: (a) hypoallergenic (zirconium is the
most biocompatible and hypoallergenic material used in dentures), (b)
minimum thickness (0.3 to 0.4 mm), so the doctor sharpens the tooth only
slightly minimizing the risk of inflammatory processes, (c) high strength (they
are 30 times stronger than ceramics, which allows them to be used not only
for the front teeth but also for the chewing teeth), (d) natural appearance, (e)
service life is not less than 15 years.

3.2  Ca-P-based bioactive ceramics

Calcium phosphate cement. In 1986, Brown and Chow designed CaP
cement (CPC), which consisted of a combination of tetracalcine phosphate
(TECP) and anhydrous calcium hydrophosphate (CaHPO4). These materials
have favorable osteoproductive properties as bone substitutes [18]. CPC
cement has a weakly crystalline structure similar to the mineral phase of
normal bone tissue. To prepare CPC the combination of the powders is
mixed in a solution of sodium phosphate. The paste turns into a solid material
in 10-15 minutes and it has a compressive strength close to the normal
trabecular bone. CPC cement has low tensile stress (of 1-10 MPa) but it has
a higher compressive strength of 10-100 MPa. CPCs are not resistant to
shear forces; therefore they are not suitable for diaphyseal fractures.

Hydroxyapatite (HA). This is a mineral Ca10(PO4)6(OH)2 belonging to
apatite group, hydroxyl analog of fluorapatite and chlorapatite [19, 22]. The
complete formula of natural apatite is (Ca, M)10(PO4,Y)6(OH,X)2, where M
are metal cations (Mg2+, Na+, K+, Sr2+, Ba2+, etc.), Y are anions (CO3

2-,
H2PO4-, HPO4

2-, SO4
2-, etc.), X are F-, Cl-, CO3

2- and others. It is the main
mineral component of bone (about 50% of the total bone mass) and teeth
(96%) (Fig. 4). Its main components - calcium and phosphorus - are two
vital elements responsible for mineralization, integrity, and firmness of
bones. HA stimulates osteogenesis. The synthetic hydroxyapatite is used in
medicine, as a replacement of parts of the lost bone (in traumatology and
orthopedics, in bone surgery), and as a coating of implants, capable of



creating new bone. In dentistry, hydroxyapatite is used in kinds of toothpaste
as an element that remineralizes and strengthens tooth enamel.

Fig. 4. The appearance of crystalline hydroxyapatite [23]

Biogenic HA is a complete analog of the mineral particles of human bone
tissue, it contains chemical elements in the ionic forms in which they are in a
human body. HA regulates the metabolism of calcium-phosphorus in the
body. When introduced into the body HA does not cause rejection reactions,
activates osteosynthesis (formation of new bone tissue), increases the
activity of osteoblasts, and stimulates the processes of reparative
osteogenesis in other places. HA dissolves in bone, while it supplies the
building materials (Ca, Mg, P) necessary for the regeneration of damaged
bone tissue. HA prevents the development of an inflammatory reaction in the
bone wound. After filling the bone cavities, HA will be replaced by new
bone tissue. HA refers to low-toxic substances, it does not give deferred side
effects.

Hydroxyapatite can be produced in dense and porous forms. Dense HA
are manufactured using the technology of cold or hot powder pressing. The
final product has a porosity of less than 5% with pores of less than 1 μm.
Such material is used as filler for defective bone in dental or craniofacial
surgery. The porous form of HA is currently of growing interest as a potential
material for bone regeneration. The main factors for the efficiency of porous
HA are the size and distribution of pores. There is macro-porosity (pore
diameter greater than 100 μm) and micro-porosity (pore size less than 5 μm).



Micro-pores provide mechanical (physical) adhesion of tissues and implants,
which increases spatial implant stability. The porous structure plays the role
of a skeleton, between the elements of which a new tissue accumulates, and
this skeleton gradually dissolves into the bone.

The pore size should not be less than approximately 100 μm. Pores
smaller than 10 μm delay bone ingrowth; at 10-75 μm fibro-vascular growth
begins to be stimulated; pores of 75-100 μm stimulate the growth of the non-
mineral component of the bone; pores greater than 150 μm provide growth of
the mineralized bone fraction. The pairing of pores with each other is an
important process. At maximum coupling, the most favorable development of
regeneration is ensured since the number of “blind zones” where the process
can regress is reduced.

The main disadvantage of HA is the low mechanical properties, which
do not allow the designing the large implants that can withstand a required
load. To avoid this drawback, composite materials such as titanium-calcium
phosphate coating are being developed. In this frame, more and more
attention is paid to developing the modified HA in the polymer matrix, where
the polymer matrix plays an important role in the process of retaining the
structure of hydroxylapatite at high stress and dynamic impacts. HA is
modified by various additives to enhance its properties. Such an additive is
silicon, which promotes bone growth since silicon is involved in the
formation of cartilage.

Another area of use of HA is to apply it as a coating on the surface of
metal prostheses and implants made of titanium and its alloys or corrosion-
resistant steels. Such a coating has to provide the ingrowth of cells and blood
vessels into the structure of the implant with subsequent bone formation. The
deposition of calcium-phosphate coatings on metallic implants greatly
accelerates the process of engraftment and reduces the risk of implant
rejection. Due to this HA is not only in composition but also in morphology
coincide with natural bone tissue.

Tricalcium phosphate (TCP) is another widely used ceramic material
which has a high rate of degradation and the ability to form a strong bond
with the bone [21]. TCP ceramics have better biodegradability than other
biomaterials, including HA. The hollow TCP frame is obtained by 3D-
printing. The main mechanism of TCP bioactivity is the partial dissolution
and release of Ca ions and phosphate ions thus forming a biological apatite
precipitate on the surface of the bioceramic frame. The bending strength and



toughness of the bioceramic β-TCP framework are higher than that of the
bioceramic HA but still lower than that of human cortical bones. Therefore,
bioceramic β-TCP frames cannot be used for bearing implants. In addition,
the degradation rate of TCP exceeds the growth rate of new bone tissue.

Biphasic calcium phosphate ceramics (BCP) have high
biocompatibility, bioactivity, and osteoconductivity and are combined with
HA and β-TCP to modulate the mechanical and biological characteristics of
HA for bone regeneration [18, 21]. Compared to pure HA and pure β-TCP,
BCP ceramic exhibits a controlled degradation rate, better biocompatibility,
and enhanced bone regeneration capacity. The best results are obtained with
high porosity of ceramics (50%). Due to its low mechanical properties, BCP
ceramics also cannot be used for bone tissue regeneration.

Calcium silicate-based ceramics CaSiO3 (CS)is anew bioactive
material for bone regeneration that can induce the bone formation of a layer
of HA on the surface by dissolving it in body fluid. The 3D-printing
technique is used to obtain highly homogeneous CS structures with a
controlled pore structure. The results showed that CS scaffolds have
excellent compressive strength, satisfactory apatito-mineralization ability,
and a high level of bone defect healing, i.e. 3D-printed CS scaffolds have
significant potential for bone regeneration.

Tricalcium silicate (Ca3SiO5, C3S) is a type of CS, being the bioactive
silicate ceramics. This silicate ceramic has hydraulic properties and
spontaneous consolidation in the aqueous medium. The 3D-printed frames of
C3S have been successfully tested for slow drug release. C3S ceramic
scaffolds with nano-needle surfaces have an increased ability to regenerate
bone tissue. The major disadvantage of Ca3SiO5 ceramics is their high
dissolution and degradation rates, leading to high pH in the body’s
environment, which may impair cell growth.

To enhance the properties of bioceramics, such elements as Zn, Sr, Mn,
and Mg are added [18]. The dopping HA ceramics by Zn enhances HA
dissolution, promotes osteoblast differentiation from bone marrow, which
enhances bone formation by promoting osteoblast mineralization and
inhibiting osteoclast differentiation. The bioactive ceramics with strontium
Sr5(PO4)2SiO4 showed an increased ability to activate bone repair processes.
Manganese is an important trace element for metabolism in the human body
and has several advantages as an alloying element for tissue engineering. It



stimulates cell adhesion, increases the bioactivity of cartilage matrix protein,
and increases osteogenic activity. Ceramic TCP scaffolds doped with
manganese have demonstrated their effectiveness for the regeneration of both
cartilage and subchondral bone tissues due to the synergistic effect of Mn
ions and Ca ions released from the scaffolds. Magnesium is a vital element
in bone repair because it affects the formation of new blood vessels in the
inner regions of implanted scaffolds. The corresponding ceramics
Ca7MgSi4O16 (BRT-H), made by the 3D-printing, was developed.

3.3  Bioactive glass and glass ceramics

Bioactive glass (bioglass, BG)is a biologically active material based on
silicate glass consisting of a vitreous matrix and microcrystals used for bone
repair [24]. Bioactive glasses are ceramics that can interact with body
tissues. After integration, in contact with saliva or any physiological fluid,
the bioglass promotes the formation of carbonized hydroxyapatite. Bioglass
was invented by Larry L. Hench and it was first described in 1971. Clinical
trials of BG were successfully passed in 1980-1995, and in 1995-2005 it has
already been actively used in practice. Since 2005, BGs have entered the
stage of innovation with the expansion of their properties and applications.
Studies have shown that the dissolution products that result from the
degradation of bioglass can stimulate not only the process of osteogenesis but
also the chondrogenesis that leads to cartilage formation. The process of new
bone formation takes 7 days, and after 4 weeks the bone is completely
restored.

At the initial stage, the outer layer of bioactive glass dissolves in the
physiological fluid, attracting to its surface from the environment ions Ca2+,
PO4

-, CO3
2+, which contributes to the formation of osteoinductive layer of

hydroxyapatite (calcium phosphate) and differentiation of precursors
required for bone formation (Fig. 5). Subsequently, the inner layer of HA
slowly resolves under the action of osteoclasts and physiological fluid,
releasing chemical elements that promote bone growth.



Fig. 5. Illustration of the mechanism of bioglass action [25].

Bioactive glass is mainly made from silicon dioxide (SiO2) with the
addition of other oxides. When the proportions of the glass-forming
substance and the alkaline components are changed, then the properties of the
bioglass change from maximum bioactivity to bioinertial as follows from
Fig. 6. The glass composition falling to the area S is osteoproductive, binds
to both soft tissues and bone; the hydroxyapatite layer is formed in a few
hours (area E falls to Bioglass compositions). The glass of area A is
osteoconductive and but it does not bind to soft tissues; the formation of a
layer of hydroxyapatite takes from one to several days. Area B: if SiO2 is
more than 65% then the glass is not bioactive, almost inert, encapsulated in
fibrous tissue. Area C: glass is non-bonding (reactivity too high). Area D: if
SiO2 is less than 35% then the glass is not formed.



Fig. 6. Property areas depending on BGs’ chemical composition [26].

The most known BG is “Bioglass 45S5”, made of silicon dioxide,
sodium oxide, calcium oxide, and phosphorus pentoxide in proportions: SiO2
(45 %), Na2O (24.5 %), CaO (24.5 %), P2O5 (6%). Composition of other BG
brands are: “Bioglass 58S”: SiO2 (58 %), CaO (33 %), P2O5 (96 %),
“Bioglass 70S30C”: SiO2 (70 %), CaO (30 %), “Bioglass S53P4”: SiO2 (53
%), Na2O (23 %), CaO (20 %), P2O5 (4%) (inhibits bacterial development).

The mechanical strength of BGs, including fatigue resistance and fracture
toughness, are significantly (10-100 times) lower than that of natural bone
tissue. This limits the possibility of using a bioactive glass structure for the
reconstruction of damaged bone. Bioglass is used as the main material only
in cases where the implant does not carry the significant mechanical load
(examples - implantation of electrodes for the restoration of hearing in case
of damage to the auditory nerve or restoration of the root of the teeth).
Usually bioglass is combined with polymers and metals. According to a
certain production technology, bioactive glass can be obtained in the form of
the desired porous structure with required cell size and orientation. Such
glasses can serve as a filler or coating in polymers that gradually decompose
and are replaced by the natural tissue of the host organism. The elasticity of
the obtained composite materials is close to the elastic constants of the bone.

Slow cooling of the melted glass according to special temperature
schedule allows to partially crystallize the glass and obtain mixed, glass-



crystalline materials – biositals, which have higher mechanical properties
compared to glasses. The heat treatment of bioglass reduces the content of
volatile oxides of alkali metals and leads to the formation of apatite crystals
in the glass matrix. The obtained glass-ceramic material has higher
mechanical strength, but lower biological activity.

Bioglass is obtained in various forms: particles, granules, powder,
pellets. The main methods of obtaining bioactive glass and its composites are
[24]: a) powder sintering; b) sol-gel process; c) melt quenching; d) self-
propagating high-temperature synthesis; e) microwave irradiation; g) laser
spinning.

The powder method consists of three main stages: preparation of
powder, molding the workpiece by pressing, heat treatment to increase the
density and strength of the material. Hot pressing and isostatic pressing are
most commonly used. During the stamping process, the atoms of the
polycrystalline material are diffused and the viscous flow of amorphous
glass occurs.

The sol-gel process is to convert sol to gel, which is used to produce
foamy and porous bioactive glass-ceramics. During the sol-gel process, the
hydrolysis of silicon oxide with the formation of a colloidal solution occurs
and its subsequent polymerization in the condensation reaction with the
formation of a gel takes place. The gel is dried at 120-140 °C and stabilized
at 700 °C. This method allows to achieve high molecular homogeneity and
purity of the product.

The microwave method is that the precursors are dissolved in deionized
water and placed in an ultrasonic bath for irradiation. As a result of
irradiation, the powder is obtained, which is subsequently dried and heated.

Laser spinning: A small amount of raw material is melted by a high-
energy laser to produce a super-fine filament, which is then lengthened and
cooled by a powerful gas stream. The advantage of technology is high
process speed (nano-fibers are formed in a few microseconds). The method
allows to obtain glass nanofibers with a diameter of ten to hundredths of a
micron.

The bioglasses are under the constant improvement of their composition
and performance. The directions in this improvement are:

(a) boron bio-glasses have boron oxide B2O3 as the basis. These glasses
are able to create a HA like a classic bioglass and stimulate the origin of



new tissues. They are characterized by a high module of elasticity. The
chemical composition of boron bioglass “DermaFuse” is B2O3(53%), CaO
(20%), K2O (12%), Na2O (6%), MgO (5%), P2O5 (4%). “DermaFuse”
promotes healing of chronic wounds due to the formation of a structure that
resembles a special kind of protein - fibrin, which stops platelets and
promotes the formation of a blood clot. Also, this material neutralizes
bacteria of various kinds (cat wand, salmonella, staphylococci),

(b) polyester glass combines quartz and polycaprolactone
(biodegradable polyester with a low melting point). The physical properties
of polycaprolactone are very close to those of cartilage, it has sufficient
flexibility and strength. Constructions of this glass, made using a 3D-printer,
enhance the growth and regeneration of cartilage cells. The biodegradable
implant can support the weight of the patient and provides the ability to walk
without the need for additional metal plates or other implants,

(c) alkali-free bioglass. Although “Bioglass 45S5” have been clinically
applied to more than 1.5 million patients, this material has some drawbacks
caused by high alkalis content: (a) high rate of dissolution, which causes
rapid resorption, which can adversely affect the balance of bone formation,
leading to the formation of a gap between the bone and the implant; (b) poor
sintering ability and early crystallization through a narrow range between the
glass transition temperature (~550 °C) and the start of crystallization (~610
°C). This impedes compaction and worsens the mechanical strength of the
material; (c) cytotoxic effect caused by high doses of sodium, which is
leached into the implant environment. To address these shortcomings, a new
series of alkali-free bio-glass were developed based on calcium dioxide
CaMg(Si2O6), calcium fluoride phosphate Ca5(PO4)3F, and tricalcium
phosphate 3CaOP2O5 in different proportions. A composition “70-Di-10FA-
20TCP” (CaMg(Si2O6) (70%), Ca5(PO4)3F (10%), 3CaO·P2O5 (20%))
allows making a skeleton for bone tissue of any desired size.

4 Ceramic coating deposition methods

The strength of bonding bone tissue to the implant can be increased using the
coatings consisting of materials close to the bone. The most commonly used
coated material is the bioactive ceramic due to the similarity of its chemical
composition to the composition of bones. Applying a layer of hydroxyapatite
provides better adaptability of the implant to the body and faster healing of



fractures. From other hand, some implant materials need to have a
biologically inert coatings on their surfaces. One of such materials is Nitinol
(titanium nickelide: 46-52 at.% Ti and 48-54 at.% Ni), which is used in
implant surgery having a unique memory shape effect (it is also applied for
the manufacture of retainers in the treatment of spinal injuries and
degenerative-dystrophic diseases, staple implants in cardiac surgery, etc.).
However, the diffusion and accumulation of nickel ions in soft tissues can
lead to negative effects, in particular, the development of tumors. The
potentially dangerous materials should be covered by the coating to prevent
their negative effect on the human body. For the protection of the implant
against the corrosive-active biological environment and for a better
adaptation of bone tissues to a foreign body, the optimal option is to create
composite bioinert (with polymer) or bioactive (with calcium
hydroxyapatite, phosphates, antibiotics, etc.) layers on the surface of metal
implants. Recently, Mg-based implants, which are prone to biodegradation,
have become increasingly used. However, their extremely low corrosion
resistance requires the use of protective coatings to slow down the corrosion
process. There are many technologies for a deposition HA and other
ceramics coatings on metal substrates [2, 27].

Physical vapor deposition (PVD). There are three types of PVD:
vacuum, ion spraying, and magnetron sputtering. The method is based on the
evaporation of the material under a beam of high-energy ions and the
subsequent deposition of vaporous material on the substrate (Fig. 7). The
atomic nature of the process allows using a wide variety of substrates, but
the process itself is time-consuming because mass transfer occurs by
separate atoms. The coatings obtained by this method have a thickness of 3-5
μm, which is much less than the thickness of the coatings obtained by other
methods. This is due to the extremely low deposition rates. The deposition
rates of calcium phosphate PVD coatings are typically 0.2-0.4 μm/h. The
disadvantage of the PVD method is the impossibility of coating deposition on
complex-shaped parts.



Fig. 7. The scheme of PVD (magnetron sputtering) [2]

High-velocity oxidative flame (HVOF).This method is a variation of
the physical vapor deposition method. The difference is that the ceramic
particles are heated by the flame to relatively low temperatures and applied
at higher speeds than during physical vapor deposition. These coatings have
a significant volume fraction of the crystalline phase, which is associated
with higher particle deposition rates and low flame energy, which leads to
less powder decomposition and, as a result, to a larger volume fraction of the
crystalline structure. These coatings have high porosity since the particles
are in the flame for too little time and they do not enough melt to obtain a
dense coating.

Chemical vapor deposition (CVD).The method allows to obtain hard,
chemically resistant coatings. The starting material is gaseous or volatile
chemical compounds that are either transferred by plasma to the surface of
the substrate or form a coating substance by interaction with gas. Plasma
consisting of gas and electron ions is formed in a constant or alternating
electric field.



Electrical discharge machining (EDM). This method is basically used
for machining metal products when the material is removed due to successive
spark discharges between the tool and the workpiece in the dielectric
medium. As a result of the discharge, a small portion of the electrode
material melts and forms a plasma stream in the presence of a dielectric
medium (Fig. 8). Due to the presence of powder in the dielectric medium, the
plasma channel is composed of substances that arise from the decay of the
dielectric medium and the erosion of the electrode. This phenomenon
changes the chemical composition of the molten layer. Thus it can be used for
deposition of the functional material to protect the surface of the substrate.

Fig. 8. The scheme of EDM process involving HA powder [27].

Currentless coating methods. This method of coating (deposition from
suspensions with subsequent sintering) is one of the varieties of deposition
method based on sedimentation. The essence of the method is the formation
of coatings by (a) deposition of the dispersed phase from the suspension on
the surface of metals and alloys without using an external DC source and (b)
subsequent sintering at the temperature of dispersed particles crystallization.
When sintering, a connection between the coating and the substrate appears.
This technique is also called a sol-gel method. It is used to produces high-



crystalline calcium-phosphate coatings. The coating is formed on the surface
of a dense or porous metal substrate by immersing it in a viscous slurry (with
the content of the dispersed phase of 60-70%), followed by annealing at a
900-1000oC. HA is commonly used as the dispersed phase, the medium is
water, and as a binder of fineground calcium phosphate bioglass. The
thickness of the calcium-phosphate coatings obtained by this method is 200-
300 μm. The most important parameters affecting the formation of HA and
the strength of the coating are the ratio [Ca]2+/[PO4]3– (for bone tissue the
ratio is 1.67), the thickness of the coating, and the sintering temperature. The
advantages of this method are: (a) the calcium-phosphate coatings have a
stoichiometric phase composition; (b) there is the ability to control the
thickness and porosity of coatings. The disadvantages of this method are: (a)
high annealing temperature may adversely affect the strength of the metal
properties and impair the adherence between the substrate and coating
leading to the brittleness of the coating, (b) restrictions on the application of
calcium phosphate coatings on titanium may be established since at
temperatures above 625-673 K in titanium recrystallization processes begin
leading to a decrease in Ti mechanical properties, (c) there is a problem of
inconsistency of the values of thermal linear expansion coefficients of metals
and ceramic (coating) materials. For reliable adhesion of the coating to the
matrix, the difference in this coefficient values should not exceed 15%.
Otherwise, the coating is prone to peeling.

Plasma coating deposition. Plasma spraying is the process of formation
of coating using a plasma flux (Fig. 9). Plasma is a partially or fully ionized
gas having conductivity and high temperature. The essence of plasma
spraying is that sprayed powder material is introduced into the plasma flux to
be heated and partially melted. Thus the two-phase (gas and melt) stream of
material is targeted to the substrate. The particles impact on the substrate
making the interaction with the surface to form a coating. The plasma process
consists of three main stages: (a) generation of plasma flux; (b) introduction
of the sprayed material into the plasma flux, it's heating and acceleration; (c)
interaction of the plasma flux and the molten particles with the substrate. The
simplest variant of plasma generation is an arc electric discharge between
two electrodes, which is blown by the gas in the axial or perpendicular
direction. The average mass temperature of heated gas is 10000 K when
working with monatomic gases (Ar) and 4000-5000 K when working with
diatomic gases (N2, H2). Low-temperature plasma deposition allows to use



different materials (metals, alloys, ceramics, plastics, and their various
combinations), to deposit them in several layers, receiving coatings with
special characteristics to improve the quality of coatings which become more
uniform, stable, of high density, of good adhesion to the substrate surface.
Phosphate-calcium coatings applied by plasma deposition have good
biocompatibility with osteoblasts. The method of plasma spraying allows to
flexibly vary the structure parameters and the properties of the calcium-
phosphate coating over a wide range.

Fig. 9. The scheme of coating deposition using steady plasma flux [2].

The alternate method is pulsed-plasma deposition. Plasma pulse is
generated by arc discharge inside the chamber of electrothermal axial plasma
accelerator (EAPA) connected with electric circuit as shown in Fig. 10 [28].
The electric circuit consists of a capacitive storage and a launch circuit. The
storage capacitor (C1) is 1.5-3.0 mF, the operating voltage is up to 5 kV, the
maximum accumulated energy is 19-37 kJ. The launch circuit includes
elements C2, C3 and L. A high-current pulsed arc discharge is initiated
between the cathode (A) and anode (B), to be limited by a narrow dielectric
channel of EAPA. The discharge duration is ~ 1.5 ms, the maximum current
reaches 4 kA. In this case, the plasma flow occurs in the discharge channel
due to the intense evaporation of the electrodes and of the wall substance. As
a result, the pressure in the channel rises for a short time to 100-150 atm. In
this case, a pulsed injection of a dense gas-plasma clot occurs through the
annular anode into the substrate surface. The operating mode of the plasma
accelerator is gas-dynamic. Plasma carries the materials of expandable
cathode creating the coating on substrate surface. According to the estimates



obtained, the temperature and density of the plasma are approximately
estimated as 10-15 thousand degree (K). Reaching the substrate plasma flux
results in melting of surface ensuring good bonding connections between the
substrate and the coating (Fig. 11). As soon as the coating mostly consists of
cathode materials, the coating composition can be easily controlled by
selecting the cathode with appropriate chemical composition.

Fig. 10. The scheme of electric circuit for pulsed plasma deposition [29].

Fig. 11. The microstructure of Fe-C-W coating obtained by pulsed-plasma
deposition.



The main disadvantage of the plasma deposition is the low cost-
effectiveness of the sputtering process because of the high loss of deposited
material.

Laser deposition. The deposition of a biocompatible coating by pulsed
laser ablation (PLAD) method allows obtaining a homogeneous composition
and structure of the film with high adhesion strength to the substrate.
Depending on the parameters of the process, it is possible to vary the surface
roughness. Laser coatings can be used as intermediates between the substrate
and the plasma-deposited layer. The method was successfully used to obtain
films of bioactive glasses on titanium substrates. However, this method is
rarely used for the formation of phosphate-calcium coatings. Laser
deposition methods differ by the input the powder material into a laser beam
(gravity, injection, pre-placing powder on the surface) (Fig. 12).

Fig. 12. Scheme of laser deposition using (a) gravity, (b) powder injection,
and (c) pre-powder application [2].

The coatings obtained using an Nd:YAG-laser has an amorphized
structure formed by the melting and partial chemical decomposition of the
material. Materials with this structure have a high hardness. The substrate
temperature is important for forming the coating structure. The deposition of
the substrate at room temperature leads to greater amorphization of the
coating compared to the heated substrate. As the temperature increases, the
evaporation of the material and its thermal decomposition increases.

Isostatic compression.This method is a two-stage process: (a) the cold
isostatic pressing of a ceramic powder on a metal substrate and (b), to obtain
a dense coating, the substrate and the coating are encapsulated and pressed at



900-1000 oC. Isostatic pressing is of limited use due to the difficulties with
the sealing.

Electrophoresis method. This method is based on the deposition of
electrically charged particles from solutions. It is suitable for the deposition
on parts of complex shape. The low energy of the particles and the room
temperature of the process lead to the formation of coatings with asymmetric
porosity, which negatively affects the biological properties. Electrophoresis
coatings have low adhesion to the substrate. Additional difficulties are due to
the electrodeposition of undesired impurities and the heterogeneity of the
coating, resulted from variable current density because of changes in the
concentration of the particles.

Electrochemical deposition. According to this method, the coating forms
as a result of electrochemical reactions under applied direct electric current.
The formation of the coating occurs due to the oxidation of anode material, as
well as due to the deposition of the electrolyte components. The coatings
obtained by this method have a high complex of corrosion resistance, wear
resistance, and hardness. The electrochemical method is applied for the
deposition of the coating of 10-30 μm thick on objects of complex shape. The
advantage of the method is its simplicity, reliability, and availability for
wide applications. The disadvantage is that the coatings obtained do not meet
the increased requirements for the durability and reliability of products. In
particular, electrochemical deposition leads to decrease in fatigue strength.

Oxide coatings and calcium-phosphate coatings obtained by this method
have the maximum adhesion in comparison with calcium-phosphate coatings
obtained by other methods. Micro-arc discharge formation of coatings in
aqueous electrolyte solutions as a method of depositing calcium-phosphate
coatings on the titanium surface has become widespread in the last decade.
The formation of the coating in the micro-arc discharge is associated with
high-temperature chemical processes in the local area due to the oxidation of
the substrate material, as well as due to the precipitation of ultra-dispersed
phase from the electrolyte. The coatings obtained by this method have a good
range of physics-chemical properties: high corrosion resistance, wear
resistance, hardness. The micro-arc method allows ceramic calcium-
phosphate coatings up to 10-30 μm in thickness to be deposited on complex
objects. The main advantage of the micro-arc method is the formation of a
chemical bond between the coating and the metal substrate. This allows to
get a higher (in comparison with other methods) value of adhesive strength.



Biomimetic approach. Recently, biomimetic (means “imitation of
nature”) approach has been widely used, that is obtaining coatings under
conditions close to the physiological environment of the organism. The
connection of the implant to the bone tissue develops through the stage of
formation of a biologically active layer of carbonate-apatite on the surface of
the implant. The formation of such a layer is initiated by the transition of
calcium ions through the special fluid, which simulates the body fluid in its
composition. Calcium-phosphate coatings can be obtained by directly
immersing the substrate in a calcium-saturated solution. The thickness of the
biomimetic layer increases with time, the speed of its formation increases
with the degree of saturation of the solution. The method works at
physiological temperature, so the formation of apatite occurs in conditions
close to those observed in the body. This method allows the formation of
coatings on implants of complex geometry and gives the necessary binding of
the coating to the bone tissue. Since the initial surface of the titanium
implants does not have sufficient bioactivity to form a calcium phosphate
coating, the substrate surface is pretreated to create a bioactive TiO2 layer.
The chemical composition, pH of the solution, temperature, and other
parameters of the experiment may vary to obtain coatings of the desired
composition and crystallinity. Biomimetic apatite coatings can also be
formed on inert material, including polymers. Hydroxylapatite coatings are
very effective for the osteointegration of metal implants with bone tissue.
Titanium implants with such coatings are used in dentistry and orthopedics.
The coating must have a developed system of open interconnected pores of
sufficient size (preferably more than 150 μm) to provide the biological fluxes
required for the osteointegration process.

Conclusions

As can be seen from the data presented in this section, biomaterials represent
a large group of different solid substances of various structures and physical
and mechanical properties. They are the basis for the development,
manufacture and use of artificial orthopedic implants. The value of these
materials cannot be overestimated given the growing attention to improving
the health care and quality of life of patients. All types of biomaterials and
their processing are actively developed to better meet the high standards of
biocompatibility and long service life of the implants. All of this underlines



the importance of biomaterials study by the students specializing in
Biomedical Engineering. This section is recommended for use as a reference
for studying the disciplines "Biomedical Materials", "Biotribology" and
other engineering disciplines related to the design of artificial implants.
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Abstract. The development of biodegradable implants for osteosynthesis is a promising direction in
traumatology, which makes it possible to exclude repetitive surgeries. The most promising biodegradable
materials are magnesium based alloys. They are biocompatible, their biodegradation products do not
cause a toxic effect, but their application in osteosynthesis is limited, mainly due to insufficient physical
and mechanical properties as well as high biodegradation rate. Using the Design of Experiments the
new cast biodegradable magnesium alloy was developed. The chemical composition of the new alloy
was: Zr - 1.2 ... 1.3 %, Nd - 3.1 ... 3.2 %, Zn – up to 0.7 %, the rest - Mg. The alloy prepared by sand
clay casting had high mechanical properties (UTS = 266 - 274 MPa; TEL = 4.3 - 5.1 %) and adjusted
biodegradation rate (UTS = 188 MPa; TEL = 3.2 % after 3 months exposure to gelofusine). Pre-clinical
tests on animals were used to determine the toxicity of the new magnesium based alloy as well as the
reaction of animal organism to the biodegradation process. The tests showed no significant negative
effects of biodegradation products neither on regenerative processes of bone tissue, nor on overall well-
being of testes animals.

Keywords: osteosynthesis; biodegradation; alloying elements; design of experiments; ultimate tensile
strength; total elongation; chemical composition; pre-clinical tests

1 Introduction

A large number of surgical operations involving the use of metal implants are
performed around the world. Implants made of titanium or steel are
traditionally used in medicine. Such long-lasting implants are, in fact, foreign
bodies that carry a high risk of local inflammation. In addition, they slow the
body regeneration processes and complicate further treatment. Implant
removal operations are performed to avoid such negative consequences.
These operations are quite expensive and do not exclude the necessity of
another surgical intervention. Magnesium based alloys are promising
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biodegradable materials for the production of biodegradable implants.
Implants made from magnesium alloys have a number of advantages over
bioinert metal alloys, polymers and bioceramics. Such implants are non-
toxic, non-carcinogenic, with similar mechanical properties to those of the
cortical bone. Their use excludes repeated surgical intervention, which is of
great social and economic importance. However, the mechanical properties
of magnesium alloys are insufficient for the production of complex metal
structures (screws, plates, rods). Therefore, an important task is to improve
the mechanical properties of magnesium alloys.

2 Literature review and problem statement

Various metals and alloys, such as stainless steels, titanium and its alloys,
cobalt-based alloys, zirconium and tantalum, are the most widely used
materials for the manufacture of implants [1]. Economically available among
these materials are stainless steels, titanium and titanium alloys, while the
high cost and scarcity of pure tantalum and zirconium limit their application.
The use of metallic materials often causes the "stress-shielding" effect
induced by their high mechanical properties that far exceed human bone
tissue properties (Table 1) [2 - 5]. In addition, although metallic materials
generally have good corrosion resistance, stainless steels, cobalt alloys and
partially titanium alloys have disadvantages in terms of biocompatibility
caused by the presence of highly toxic alloying elements (chromium,
molybdenum and nickel). Accumulation of these toxic elements in living
body may lead to metallosis [4, 5].

Table 1. Properties of various metals and alloys used in the manufacture of
implants [2 - 5]



Excellent biocompatibility and biodegradability of certain polymers
makes them good alternative to metals. They also don’t induce the stress-
shielding" effect due to their much lower mechanical properties compare to
metallic materials [3].

Good examples are, approved by the US Food and Drug Administration,
Polyglycolic acid and polylactic acids as well as their copolymers [6]. The
difference between these polymers lies in their biodegradation rates.

Polyglycolic acid (PGA) biodegrades rapidly and loses most of its
mechanical strength after about 4 ‒ 7 weeks after implantation in vivo [7]. On
the opposite, Polylactic acid, or polylactide (PLA) and its varieties Poly-L-
lactide (PLLA) and Poly-D-lactide (PDLA) have much slower
biodegradation rate. For example, biodegradation of the PLLA does even not
occur within the first 2 years after implantation in vitro. After that, the entire
period of biodegradation takes up to 5 years [8]. The cause of this are high
crystallinity and hydrophobicity of the polymer [9, 10]. PDLA has lesser than
that of PLLA strength and resistance to hydrolysis due to its lower degree of
crystallinity thus it has faster biodegradation rate [8, 10].

Copolymers of L-lactide and glycolide (PLGA) due to the amorphous
structure do not release crystalline particles with biodegradation. The rate of
PLGA degradation lies between PGA and PLLA. While in body tissues,
PLGA implants biodegrade in about 18 months with few and weak
inflammatory reactions [11, 12]. Synthetic origin of PLGA serves as a
disadvantage leading to sterile sepsis due to it lowering the pH at the site of
implantation [13].

Polyhydroxyalkanoates (PHA) are of natural origin and have high
biodegradability and excellent biocompatibility. PHA polymers have lower
molecular weight, which makes them more sensitive to biodegradation [13].
When using PHA, no adverse biological reactions such as sterile sepsis were
observed. The biodegradation rate of PHA polymers is lower than almost all
other polymers except PLLA [13, 14].

Despite the advantages of biodegradable polymers, their low and
unstable mechanical strength makes hard finding them application as load
bearing implants (Table 2) [3, 15, 16].

Table 2. Properties of various polymers used for the manufacture of implants
[3, 15, 16]



Another widely used group of materials in osteosynthesis are calcium
phosphatebased ceramics such as natural hydroxyapatite Ca5(PO4)3OH and
artificial tricalcium phosphate Ca3(PO4)2 [17]. The ratio of Ca/P trace
elements in such materials resembles the mineral phase of bone tissue (Ca/P
= 1,666 for Ca5(PO4)3OH and Ca/P = 1.5 for Ca3(PO4)2), and a certain
chemical composition of the surface facilitates the adsorption of proteins,
increasing osteoinductive properties [17, 18]. These types of ceramics are
similar in mechanical properties.

The use of hydroxyapatite (HAP), although it has excellent
biocompatibility, is limited due to its high fragility, which does not allow its
use in the treatment of large bones or those that carry loads. Many studies
indicate that to achieve maximum osteoinductivity, HAP implants must be
porous [18]. The presence of pores in implants reduces their mechanical
properties, which is a significant disadvantage of hydroxyapatite as a
material for osteosynthesis [20 - 22]. HAP is practically insoluble in a
neutral medium and slowly degrades under natural conditions, mainly through
the mechanisms of cellular resorption. The biodegradation rate of HAP is so
insignificant that in the early stages of research it was believed that HAP
does not have biosoluble properties [22]. The only difference of tricalcium
phosphate (TCP) is its much higher biodegradation rate compare to HAP
[21].

HAP is used to manufacture of polymer-based composite materials such
as PLLA-HA (poly-L-Lactide based) and POC-HA (poly-1.8-octanediol
citrate based) (Table 3), in order to increase their biocompatibility,
osteoconductivity and mechanical properties [20].

Table 3. Mechanical and physical properties of polymer-based composites
(POC-HA and PLA-HA) [20]



Characteristic Value
POC-HA PLA-HA

Ultimate tensile strength, MPa 21.4 – 334.8 35 – 154.1
Modulus of elasticity, GPa 0.023 – 0.027 1.1 – 2.6

Magnesium is a very promising biodegradable material. The density of
magnesium is 1.74 g/cm3, which is 1.6 and 4.5 times less than the density of
aluminum and steel respectively. The low weight of magnesium is a great
advantage over other metals, as light-weight implants cause less discomfort
when used [23]. The strength and crack resistance of magnesium is greater
than that of ceramic biomaterials such as hydroxyapatite, while its density,
modulus of elasticity and tensile strength are closer to the properties of
natural bone than in the case of other common metal implants (Table 4) [23 –
24]. Additionally, magnesium and its corrosion products have excellent
biocompatibility [25].

Table 4. Comparison of mechanical properties of magnesium and human
bone tissue [23, 24]

Despite the advantages of magnesium, there are problems that complicate
its widespread use in osteosynthesis:

- low complex of mechanical properties and high fragility complicate the
use of loadbearing magnesium implants [26];

- as a result of low corrosion resistance in media containing chlorine
(including human body fluid and blood plasma), the loss of mechanical
properties of magnesium implant is faster than bone restoration [27, 28].

- the release of hydrogen bubbles upon biodegradation of magnesium that
can accumulate in the gas pockets near the implant slowing bone tissue
growth [27, 28].

- rapid corrosion of magnesium can lead to an increase in the pH of the
internal environment of the body [28].



There is a possibility of eliminating listed disadvantages by using
magnesium-based alloys, which have a higher level of mechanical properties
and better corrosion resistance, which leads to a lower biodegradation rate,
lowering the amount of released hydrogen bubbles and allowing the body to
adjust the pH levels. However, among existing ones, there are no suitable
alloys that would fully meet all of listed criteria. Thus, the aim of this study
is to choose the best alloying system for a new biodegradable magnesium
alloy, optimize its chemical composition to improve its mechanical
properties and slow down the biodegradation rate and, lastly, to perform its
pre-clinical testing.

To accomplish the aim, the following tasks have been set:
– to choose the most suitable alloying system in accordance with the

established criteria and to study the effect of the selected alloying elements
on the structure formation and the mechanical properties of the alloy;

– to conduct mechanical testing and use the testing results to construct
mathematical models that describe the influence of the studied alloying
elements on the mechanical properties of the new alloy;

– use the derived dependences to optimize chemical composition of the
new alloy;

– to perform preclinical approbation of implants made from the designed
biodegradable alloy.

3 Materials and methods of the study

Preheated charge materials were loaded to the crucible induction furnace
IPM-500 with a capacity of 0.5 tons, power of 140 kW, performance of 230
kg/h and melted. After melting the alloy was poured into extraction crucibles
at 650…730 оС. Then, the crucibles were installed in distributing furnace
with the rated capacity of 150 kg, in which the alloy was adjusted by
chemical composition and refined with VI-2 flux at 740…760 оС. Next,
increasing ligature additives containing Zr, Nd, Zn were introduced into the
melt, heated, and kept the melt at 730 °C. After that, the samples were poured
into molds. The charge of the studied alloy contained of: primary magnesium
ingots Mg 90, Mg 95, Mg 96, zinc ingots Z2, Mg-Nd foundry alloy, Mg-Zr
foundry alloy. To study the effect of the chemical composition on the
mechanical properties of the alloy, standard samples for mechanical tests
were poured into the sand-clay form. The influence of alloying elements was



studied within the following limits: 0.4 - 1.5 % Zr; 2.2 - 3.4 % Nd; 0.1 - 0.7
% Zn (Table 5).

The study of the metal was performed after heat treatment in Bellevue-
type thermal shaft furnace, with the power of 112 kW and performance of 95
kg/h, as well as in PAP-4M thermal furnace type, with performance of 50
kg/h. The heat treatment mod was: hardening at 540 ± 5 oC for 8 hours with
cooling in air + aging at 200 ± 5 oC for16 hours with cooling in air.
INSTRUN 2801 universal test machine was used to determine the ultimate
tensile strength (UTS) and total elongation (TEL) of the alloy samples. The
tests were conducted in accordance with acting standards before and after
aging in gelofusine (artificial blood substitute) during different periods of
time.

Table 5. Chemical composition of samples and their coded values in the
matrix of experimental design

The macro- and microstructure of the studied alloys were studied using
the light microscopy («Neophot 32», «OLYMPUS ІХ 70») with the
magnification up to 350 times. Metallographic samples for microstructure
analysis were studied after heat treatment. The etching agent consisted of 1%
nitric acid, 20% acetic acid, 19% distilled water, 60% ethylene glycol.

Mathematical processing of mechanical tests results was carried out in
accordance with the standard method of experiment design [29] using
STATISTICA - the program for the analysis and visualization of scientific
and statistical data.



4 Results of the study
4. 1 Selecting the alloying system and analysis of the

influence of alloying elements on mechanical properties
of the new alloy

The main criteria for choosing the material for implants are:
- optimal combination of mechanical strength and ductility;
- high biocompatibility, the absence of toxic effects on the body;
- biodegradability;
- the ability of the material to keep the appropriate level of mechanical
properties during long-term exposure to biocorrosion (average duration of
fracture consolidation - 3 months);
- economic affordability.

As it was shown before, magnesium has the biodegradability and
biocompatibility, thus, the ability of a magnesium alloy to meet listed criteria
depends on the nature of its alloying elements and their ability to form
complex alloyed solid solutions and intermetallic compounds in the result of
heat treatment. The latter is determined by the proximity of their atomic radii,
which, in accordance with the Hume-Rothery rule, should differ by not more
than 15 % [30]. The larger ratio leads to a decrease of the binding energy of
solvent and alloying atoms, high crystal lattice distortion and a decrease in
solubility of alloying elements. Also, according to [31], the important
condition for the solubility of an element in the base metal is the difference in
the electronegativities of elements that should not exceed 0.2...0.4.

Among the existing alloying systems, only Mg‒Nd‒Zr fully meets the
listed requirements. ML10, NZ30K and WE-43 are the most usable alloys of
the given system (Table 6) [32‒34].

Despite the fact that Mg-Zr-Nd alloys have the lowest biodegradation
rate among all of the alloying systems [34], it is still too fast to use it in long-
term treatments, as the mechanical properties of these alloys are reduced
below the bone tissue level. Exposure of the samples to gelofusine for 3
months (average time of fracture consolidation) leads the loss of half the
implant’s strength (Table 7).

Table 6. Physical-mechanical properties of alloys of the system Mg–Nd–Zr
[32‒34]



Table 7. Mechanical properties of the Mg‒Nd‒Zr (ML10) alloy after
exposure to gelofusine

According to the analysis of Mg-Nd and Mg-Zr phase diagrams,
increasing the Nd content in the alloy leads to alloying of the solid solution,
as well as to the formation of larger amount of β''-phase (Mg3Nd) particles
after heat treatment, which should have a positive effect on strength (UTS)
[35]. The increase in the amount of Zr in the alloy should have a positive
effect on the ductility due to the increase in the number of α-Zr particles,
which serve as nucleation centers, providing grain grinding and increasing
elongation (TEL) [36]. Increasing the amount of Zn leads to additional
alloying of the solid solution. Z also participates in the formation of the
hardening phase, but its content in small quantities does not lead to visible
changes in the microstructure [37]. We studied both separate and joint effect
of changing the content of all three elements on the mechanical properties of
the alloy (UTS and TEL). The mechanical tests results are given in Table 8.

Table 8. Mechanical tests results



The test results show that neodymium had a positive effect on the tensile
strength of the alloy (samples 1 and 3; 5 and 7). Zirconium, in turn, provided
an increase in relative elongation (samples 1 and 2; 5 and 6). Zinc had a
minimal but positive effect on both properties (samples 1 and 5; 2 and 6; 3
and 7; 4 and 8). The combined effect of neodymium and zirconium was not
additive, so at high content of both elements the mechanical properties of the
alloy decreased (samples 2, 3 and 4; 6, 7 and 8).

4. 2 Analysis of microstructures

The microstructure of the alloy with the minimal amount of alloying elements
of neodymium and zirconium (Fig. 1, a; Fig. 2, a) consisted of equiaxed
grains of solid solution of neodymium, zirconium and zinc in magnesium,
round clusters of zirconide particles, undissolved during quenching (Mg,
Zn)12Nd phase particles (eutectoid) and dispersed β''-phase (Mg3Nd) phase
particles, which were concentrated mainly around undissolved particles of
eutectoid and zirconides, forming round clusters. The increase in the
neodymium content led to an increase in the number of both undissolved and
dispersed particles of the hardening phase, which led to an increase in the
size of the clusters (Fig. 1, b, c). With an excessive amount of neodymium,
the number of secondary phases continued to increase, and at the grain
boundaries, especially in the joints, there are noticeable residues of eutectics
(Mg, Zn)12Nd (Fig. 1, c) undissolved during hardening, which indicates its
excessive release.



The microstructure of the samples with a high content of zirconium (Fig.
2) had a smaller grain and an increased amount of Zn2Zr3 zirconides, which
formed more dispersed clusters. The effect of grain grinding increased with
increasing zirconium content.

Fig. 1. The microstructure of magnesium alloy samples with different content
of Nd: a ‒ 2.2 % Nd; b ‒ 2.8 % Nd; c ‒ 3.4 % Nd

Fig. 2. The microstructure of magnesium alloy samples with different content
of Zr: a ‒ 0.4 % Zr; b ‒ 0.95 % Zr; c ‒ 1.5 % Zr

Thus, the results of metallographic analysis of samples with different
content of alloying elements are correlated with the theoretical analysis of
phase diagrams. An increase in the amount of neodymium led to an increase
in the amount of hardening phase, and an increase in zirconium - to the grain
grinding.

4. 3  Mathematical processing of experimental data

To study the influence of neodymium, zirconium and zinc on tensile strength
(UTS) and relative elongation (TEL), we compiled an experiment design
matrix (Table 9). The influence of zirconium was encoded by number Х1,



(1)

(2)

neodymium ‒ Х2, and zinc ‒ Х3, respectively. The joint effect of zirconium
and neodymium is encoded by number Х12, zirconium and zinc ‒ Х13,
neodymium and zinc ‒ Х23, all elements ‒ Х123.

As a result of mathematical data processing, the regression equations
describing the influence of chemical elements on the tensile strength (1) and
the relative elongation (2) of the alloy are obtained:

UTS = 256.4 – 8.6x1 + 22.6x2 – 11.4x1x2.

TEL = 3.7 + 1x1 – 0.3x2 – 0.4x1x2. (2)

Analysis of the obtained regression equations showed that the increase in
neodymium content led to a significant strengthening and reducing the
ductility of the alloy, and the increase in zirconium reduced the strength and
increased the ductility. The combined effect of neodymium and zirconium had
a negative effect on both the tensile strength and elongation. The effect of zinc
was negligible in both cases.

Table 9. Experiment design matrix (23)

After decoding the regression equations, we derived the following
dependences:



To determine the optimal ratio of alloying elements and obtain the highest
set of mechanical properties, optimization was performed using the
Derringer desirability function using the obtained dependences. According to
the results of the calculation, the optimal desirability criterion was 0.48,
which corresponded to the following values of the content of alloying
elements: Zr - 1.2 ... 1.3%, Nd - 3.1 ... 3.2% (Fig. 3). The expected values of
mechanical properties are as follows: UTS = 268 MPa; TEL = 4.7%.



Fig. 3. The results of optimizing the chemical composition of the magnesium
alloy using "STATISTICA"

4. 4  Pre-clinical tests

Implants of various designs from the developed alloy were produced for pre-
clinical testing.

The developed alloy had a much smaller microstructure compared to the
typical industrial alloy. The average grain size of the alloy was 131 μm
(compared to 160 – 180 μm of industrial alloy). The grain boundaries were
clear, no eutectic secretions along the grain boundaries were observed.
There were a large number of small clusters of secondary phases that were
evenly distributed over the volume of the microstructure. The its mechanical
properties significantly outperformed the available Mg–Zr–Nd alloys (Table
10).

Table 10. Mechanical tests results of the alloy with an optimal content of
alloying elements

Exposure of the samples of developed alloy to gelofusine for 3 months
showed that its mechanical properties are at appropriate level. (Table 11).
Given the results obtained, the alloy is recommended for further preclinical
testing.

Table 11. Mechanical properties of alloys with different chemical
composition after exposure to gelofusine



Note: average values

Pre-clinical tests of the developed alloy were carried out on animals
according to the “Regulations on the use of animals in biomedical research”.

The experimental animals were 20 white outbred male rats weighing 220
– 270 g divided into 2 groups: the experimental group, in the thigh muscle
mass of which an implant made of developed alloy was inserted, and the
control group, which did not undergo surgery. The experimental group
consisted of 14 animals, the control group of 6 animals. Manipulations were
performed according to the regulations of animal research. Animals of both
groups were kept in standard vivarium conditions for 6 months.

To identify possible signs of intoxication, animals were regularly
weighed (2 times a month), their motor and research activity was monitored,
and they were constantly monitored for the pattern of water and food
consumption, the urinary system, hair and mucous membranes. The conditions
and feeding habits of laboratory rats met current standards.

Registration of weight dynamics in the study by the method of "open
field" showed a decrease in this indicator by 7% during the first 2 weeks
after surgery. Subsequently, there was a significant increase in weight and a
significant improvement in the appetite of animals from the experimental
group, which gives reason to believe that the initial decrease is the result of
surgical trauma and pain at the site of intervention, rather than toxic effects.
In addition, regular monitoring of the condition of the hair and mucous
membranes did not reveal abnormalities. The study of urine tests of
experimental animals also showed no signs of toxic effects of biodegradation
products of the implant.

A study of the orienting-exploratory behavior under the conditions of the
“open field” showed that on the second day after the operation, rats with
implants showed a decrease in the total index of motor activity and
exploratory behavior by 60.6%. On the 14th day after the operation, the
activity of animals from the experimental group slightly increased, but was
significantly lower (by 35.3%) than in the intact group rats. This phenomenon
can be explained by an operating trauma. In the future, the indices of the
motor activity of the research and intact groups did not differ significantly.
This is especially significant in periods from 2 to 6 months after surgery,
when we can expect the maximum toxic effect of the biodegradation of the
magnesium-based alloy.



As a result of the studies, a significant (relative to the intact group)
increase in the content of all fractions of medium-weight molecules (MWM)
in the plasma of white rats with implants has been revealed. Thus, the
fraction which has an absorption maximum at 254 nm, increased 1.19 times
in the experimental group; at 272 nm - 1.3 times, and at 280 nm - 1.27 times.
This increase only indicates that the immune system of animals with implants
is in a reactive state and corresponds to a slight release of biologically
active substances into the bloodstream by immunocompetent cells. With
endogenous intoxication, this indicator usually increases dozens of times,
which was not observed in our case.

The source of extracellular nucleic acids in the blood can be necrosis or
disintegration of the nucleus-intensive cellular elements of the blood. In the
research and intact groups, there were no significant differences in the index
of nucleic acids in the plasma of animals, and at the end of the six-month
period after the operation, the content of nucleic acids in the plasma
completely normalized. Therefore, there is no reason to believe that the
products of biodegradation of the implant provoke cell death.

The study of the effect of magnesium alloy degradation on the process of
regenerative osteogenesis after a fracture performed on 12 mature rabbits.
We conducted a simulation of fractures of the upper third of both femoral
bones. Intramedullary osteosynthesis with fixatives from the developed
magnesium alloy was performed in the main group (Fig. 4). In the control
group of animals, osteosynthesis was performed with 12X18H10T (AISI 304
analogue) stainless steel rods.

Fig. 4. Osteosynthesis of a rabbit with the implant made from the developed
alloy: a) radiograph; b) removed implant



The animals were taken out of the experiment in 2 weeks, 1.4 and 6
months from the time of the operation. After removing the animals from the
experiment, the femur was sawn through the fracture zone along with the
implant. For the collection of biological material, a slice was made along the
reparation zone.

Evaluation of the biological material established that the growth of
fractures of the femoral bone in animals when using implants made from
magnesium alloys did not differ significantly from the processes of
physiological reparation that was observed in control animals. Consolidation
of the fracture occurred at the same time and without any pathological
changes.

The use of magnesium implants did not disrupt the formation and
development of new blood vessels in the fracture zones. In all cases, a
network of microvessels was distributed, the density of which increased with
the intensity and duration of the reparative process. Already in the early
periods after the fracture of the formation of bone tissue, the formation of
cavities of various sizes took place, on the inner surface of which endothelial
lining appeared.

Using stainless steel implants lead to a disturbance in the blood supply of
compact bone osteons. This caused the death of precursor cells with their
subsequent resorption replacement with connective tissue fibers. Such
changes were not observed when using magnesium implants

In the later periods of observation (6 months), the structure of a part of
the bone in the magnesium implant area did not differ from the normal bone
tissue structure. The formed bone callus was slightly different from the bone
tissue only by a certain random arrangement of trabecula of bone

So, as a result of an experimental morphological study, it has been
established that the use of the developed magnesium alloy for osteosynthesis
of fractures did not violate the processes of reparative bone tissue
regeneration.

5 Discussion of results

The results of mechanical tests of samples with different contents of
alloying elements in the magnesium alloy show that the change in mechanical
characteristics depends on such microstructure parameters as the average
grain size, the number and distribution of particles of secondary phases. The



alloying with neodymium leads to an increase in the strength characteristics
of the alloy due to the release of a larger amount of dispersed particles of the
β''-phase. However, excessive alloying of the alloy with neodymium leads to
excessive precipitation of both secondary phase particles at the grain
boundaries after heat treatment and an increased amount of non-equilibrium
eutectic precipitates that do not dissolve during heat treatment and also
concentrate at the grain boundaries. This results in a decrease in the ultimate
strength. At the same time, an increase in the amount of zirconium leads to
both grain refinement and the release of a large amount of zirconides that
form clusters. These particles are the center around which the particles of the
remaining phases, including the strengthening phase, gather. Excessive
alloying with zirconium leads to the precipitation of a large amount of
zirconides at the grain boundaries, leading to a decrease in both strength and
ductility. Excessive alloying of the alloy with both elements is accompanied
by a significant decrease in both properties. At this stage, the amount of
zirconides, β''- phase particles and undissolved eutectic at the grain
boundaries reaches a critical value, leading to softening of the alloy.
Moreover, the softening effect overpowers the hardening by solid solution
alloying and grain-boundary hardening.

The optimal ratio of neodymium and zirconium at the level of Zr - 1.2 ...
1.3 %, Nd - 3.1 ... 3.2 % corresponds to the state of the microstructure with
the maximum number of dispersed rounded clusters consisting of particles of
zirconides and β''-phase, the minimal grain size and the absence of softening
effect.

Although the effect of zinc was found to be insignificant in regression
analysis, its presence stabilizes the β''-phase. Also, judging by the results of
mechanical tests, larger amounts of zinc always led to a slight increase in
properties. Thus, the amount of zinc for a new alloy is recommended to be
set at 0.7 %. Considering that a larger amount of zinc can lead to
intoxication, further studies are required on its maximum possible
concentration in Mg-Zr-Nd alloys without the appearance of negative effects.

The acquired regression equations have certain limitations despite a
sufficient accuracy of the results obtained. First, they show the change in
mechanical properties only within the predefined limits: Nd: 0 – 3.4 %, Zr: 0
– 1.5 %. Second, a procedure of mathematical modeling implies the presence
of errors in calculations. Consequently, the results derived will be somewhat
different from those obtained practically. Lastly, Mg‒Zr and Mg‒Nd phase



diagrams are not thoroughly studied, especially in solid solution area, that
leads to different numbers in maximal solubility depend on the sources. Thus,
there is an opportunity to further refine the chemical composition, based on
practical application.

The analysis of the orientation-research activity of the animals showed a
positive trend for the animals of the experimental group, due to a gradual
increase in the motor and orientation-research activity of the animals in the
experimental group, starting from the 2nd month after the operation. For
almost all criteria, no significant differences were found between the control
and experimental groups. The high level of the general neurological status of
animals confirms the absence of neurotoxicity of the biodegradation products
of the new magnesium alloy.

The positive results of experiments conducted allow us to recommend the
use of implants made from the designed biodegradable alloy of the system
Mg– Zr–Nd for clinical studies.

6 Conclusions

1. Mg-Zr-Nd alloys are the most promising group for manufacturing
biodegradable surgical implants. They have the highest mechanical
properties along with lowest biodegradation rate.

2. The existing industrial alloys still have insufficient mechanical
properties after prolonged exposure to biocorrosive environment. There is a
possibility to increase the mechanical properties of Mg-Zr-Nd alloys by
optimizing the chemical composition.

3. Empirical dependences that describe the influence of the chemical
composition of the magnesium alloy on its mechanical properties have been
established. The optimal chemical composition of the new alloy was
determined: Zr - 1.2 ... 1.3%, Nd - 3.1 ... 3.2%, Zn – up to 0.7%, the rest -
Mg. It provides the increased complex of mechanical properties: UTS = 266
- 274 MPa; TEL = 4.3 - 5.1 %. After exposure for 3 months in artificial
blood substitutes, the alloy maintained a level of mechanical properties close
to the properties of bone tissue: UTS = 188 MPa; TEL = 3.2 %, followed by
biodegradation.

4. The results of preclinical tests showed that the developed alloy had no
toxic or carcinogenic effects on living organisms, had a positive effect on
osteogenesis and reparative processes.



Results from the experiments conducted allow us to suggest a favorable
prognosis about the possibility of using implants made from the designed
biodegradable alloy of the Mg–Zr–Nd system in humans.
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Abstract. Among the many materials used in biomedical engineering, smart biomaterials hold a
special place. They are able to adequately respond to changing external conditions and to improve their
operational properties. Moreover, in such materials unique properties and operational capabilities are
achieved, which cannot be achieved in conventional materials. Review analysis of modern trends in the
application of the groups of smart materials of different physical nature and functional purpose in
biomedical engineering is carried out, implemented in them during the operation of physical phenomena,
transformations and effects, which leads to the formation of conditioned properties. The application
features of smart materials with different physical natures, providing the formation of properties in the
process of their operation under the action of phenomena (transformations) realized in them were
researched. This chapter will be used to update the enrichment of the number of disciplines in the
Biomedical Engineering, Material Science specialties etc.

Keywords: Smart Biomaterials, Biomedical Engineering, Physical Phenomena, Properties.

1. Introduction
Biomedical material science has been developing intensely lately.

Among the variety of materials applied in bio-medical engineering smart
bio-materials (hereinafter SBM) capable of adequate reacting to changes in
outer conditions, improving themselves, repairing themselves or alter their
functional characteristics directly in the process of exploitation occupy quite
a prominent place [1]. It’s very important there that SBM should have a
biological compatibility, i.e. co-existence with a living organism for
execution of a certain, specified function, not causing any inflammation of
tearing away by the organism. Reaction by the organism should not contradict
to safe and efficient functioning of SBM.
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As examples of application of SBMs in bio-medical engineering we may
mention artificial heart valves, tissues “plasters”, contact lenses, artificial
eye lenses, artificial human organs: middle ear bones, cochleae, joints, bone
plates, inner bone rods, bone cement, skin, urination ways, inserted skull
plates, shunts of intracranial liquid, tooth fillings, tooth dentures and the like.
These SBMs could be metallic and non-metallic [2].

2. Metallic SBM
Among metallic IBMs wide application in the bio-medical engineering
industry have found alloys, possessing memory effect, like nitinol – NiTi
(an alloy, consisting of nickel and titanium). NiTi alloy was developed in
1960 by William F. Buehler, while nitinol, the first orthodontic alloy was
represented by Andraeson [3]. These alloys are capable of changing their
shape, acquiring the original intended one, set under the influence of heating
in human’s organism (up to ~37 °С) owing to the process of reverse phase
(martensitic) transformation.

For alloys possessing the memory effect [2-7] the degree or a relative
value of restoration of parts’ shape depend sufficiently upon the chemical
composition of the alloy, temperature intervals of direct (Мs and Мf critical
points) and reverse (As and Af points) phase transformations, the
microstructure and the loading conditions in which they are realized. A
typical operating cycle for nitinol, such material (~55 % Ni, and ~45 % Ti)
is represented in Fig.1. Deformation is carried out through a direct
martensitic transformation at b-c stage (see Fig.1) - reorientation of
martensite crystals (the effect of martensitic non-elasticity) and remains after
the loads have been.

The shape memory effect is revealed at heating (inside human organism)
at c-d stage (see Fig.1), where the material restores independently its shape
due to the reverse transformation of martensitic into austenite and can reach
sufficient effects (800…1,300 MPa). The kinetics of martensitic
transformations possesses a clear-cut hysteresis (Fig. 1e). Depending upon
the alloy’s chemical composition the interval of Мs…Мf and As…Af points is
largely narrow and is equal to ~30…80 °С, alloying reduces theses
temperatures drastically. Beside titanium nickel alloy (Ni50Тi50), such
materials also comprise the alloys of Au-Cd, Cu–Zn-Al, Ag-Cd systems, on
the basis of copper Cu-Al-Ni with 15 % Ni, 36 % Al; on nickel basis with
16 % Al et al. and also polymers with shape memory [8].



Alloys with the effect of shape memory, being unique in properties have
found worthy application in medicine. For instance, they are used for
manufacturing filters to be inserted into blood-vessels, fasteners for fixation
of weak veins, rods for correction of vertebral column at scoliosis, a great
number of orthopedic implants of different designs and configurations,
orthopedic arcs and brackets fixations used for correction of teeth row and
great many other useful and necessary medical devices [9].

Fig. 1. The diagram of deformation of a rod with the memory shape effect (a-
d) and dependence of martensitic volume share (q) upon temperature (Т) (e)
[7].

Application of such smart alloys is explained by simple design of
devices, due to super-elasticity phenomenon and their biological
compatibility with living tissues [10-12]. Osseintegration - such reaction of
human organism is characterized by reliable bone cohesion with an implant,
without formation of a protective tissue capsule. This discovery led to
creation of glue-free fixation of artificial joints, made of Ti6Al4V alloy
possessing shape memory and teeth dentures, made of pure titanium. Simon’s
filters (Fig. 2), an example of application of alloys with shape memory,
represent a net with nitilon threads, which is inserted into a blood-vessel
(see the upper pictures in Fig. 2), then it gets straitened under the influence of



body temperature, acquiring the original shape (see the lower picture in Fig.
2), assigned at martensitic state.

The effect of “self-unfolding” of the filter inside the blood-vessel is
caused by reverse martensitic transformation at its heating up to 36…37 °С,
i.e. exceeding the transformation temperature (As point is below the body
temperature). As a result the filter acquires the original shape (prior to its
introduction into the blood-vessel) – so, it is “self-unfolded” and executes its
specified function of destruction of thrombi that originate in blood-vessels. In
this unfolded state the filter entraps thrombi migrating in blood current,
ensuring their complete resorption.

A whole variety of implants, orthodontic wires, fixing parts, buckles and
brackets for osteosynthesis, joining plates and the like is made of nitinol
alloys for treatment of bone fractures and scoliosis [8].

Fig. 2. Simon’s nitinol filter: the upper pictures– the filer’s unfolding in the
catheter; the lower pictures – the filter in the unfolded state [8, 13]



Tooth bracket of orthodontic arc (see Fig 3), made of nitinol is efficiently
applied for teeth leveling [3]. These alloys possess unique mechanical
properties - low rigidity, super elasticity, high elasticity and a wide range of
resilience [14, 15], as well as high corrosion resistance [9]. Wire is made at
the temperature above TTR. As the wire is heated in human mouth above that
temperature it memorizes its original shape and corresponds to it. That is
why an outstanding alloy’s effect is realized here-this property of wire is
known as alloy with shape memory [14].

The installed arc always tries to restore its correct shape, so it “drags”
the incorrectly arranged teeth. The arc’s shape, density and section
dimensions are changed throughout the entire treatment process. It is caused
by the necessity to apply different pushing force upon the teeth row at
different stages.

Super elastic NiTi wires possess excellent elasticity, as compared to
other Ni Ti wires . They, too, can create constant forces at big sagging of
wire [15], they will reveal the property of shape memory and generate light
forces within the entire time period, ideal for orthodontic treatment [16].

Fig 3. Orthodontic arc bracket, made of nitinol.

3. Non-metallic SBM
Non-metallic SBMs are quite diversified in their composition,

designation and the field of application. As non-metallic SBM, used, for
example, for teeth treatment color cement is widely used, it is also called
“glass-ionomeric”, it usually does not differ from the adjoining natural teeth



in colour, being at the same time a source of fluoride, thus preventing further
propagation of caries. Introduction of SBM into bone tissues promotes
appearance of a new bone upon their surface and the effect of the area
treatment without any surgical operation. Synthetic hydroxiapatite, bio-
active glass and some types of glass-ceramics may be mentioned as an
example of such SBM.

Some proteins are absorbed on the surface of such materials from the
biologic environment that stimulate growth of bone cells, accelerating the
process of healing. In some SBM (like, bio-glass, for instance) it is preceded
by ionic exchange reactions on the introduction surface and calcium
phosphate appears, it promoting formation of direct chemical bonding
between bio-glass and the mineral phase of newly-formed bone tissue.

Bio-glass accelerates joining of the bone and the introduction [1]. If bio-
glass is in liquid medium then calcium and phosphate ions are leached from
the introduction, forming a surface layer, rich in calcium phosphate, that
ensures good joining of bioglass with the bone. Mutual joining is possible,
by forming collagen finger-like offshoots [10]. The effect of joining of
various types of glass and glass-ceramics with living bones is widely known.
Some of them are used in surgery, for example, for forming of artificial
middle ear bones [17], artificial cochleae, artificial joints, bone plates, inter-
bone rods, inserted skull plates, bone cement, artificial skin, teeth filling and
dentures [1], teeth holes (jaw-bone alveoli) [11, 12]. Bio-active glass are
also used for making artificial vertebrae, iliac bones and granules for filling
bone defects [10, 11, 17].

4. Ceramic SBM
Among ceramic SBM phosphate-calcium ceramics possesses

outstanding introduction properties, because the bones mineral phase is
similar to hydroxiapatite [Са10(РО4)6(ОН)2]. Still it possesses a less degree
of crystallinity and has a whole set of phosphate micro-inclusions like
trycalciumphosphate, carbon-apatite and various ionic fluoride, magnesium,
sodium admixtures, beneficial for human organism.

Fluoride-apatite [Ca10(PO4)6(F)2] differing from hydroxiapatite in its
chemical structure is more stable at increased temperatures at acid impact.
Tricalciumphosphate [Са3(Р04)2] exists in two types, called а- and /3-
tricalciumphosphates. Both types possess high resistance to dissolving [18].
These materials are capable of forming a direct bonding with living bones



without formation of protective fibrous tissue. Formation of a chemical bond
of phosphate-calcium ceramics with bone is explained by partial solution of
the near-surface layer of ceramics and formation of crystals of СО3-apatite
with included bio-molecules of surrounding liquid. Meanwhile it should be
noted here that application of phosphate-calcium ceramics is limited, due to
its poor strength. A new efficient way of increasing an operating mechanical
load on SBM is creating a metallic substrate by plasma cladding and
deposition of a layer, consisting of ceramic calcium phosphate upon it [19].
At that this metallic substrate ensures the specified strength, while the coating
ensures the biological reaction of compatibility of the implant with human
organism.

5. Smart coatings
A new step in modern bio-material engineering is creation of SBM of the

third generation-smart coatings [1]. Formation of connecting tissue is a
macro-process to be regulated by the processes of nano-scope, while the
organism’s reaction to the bio-material is determined by the properties of its
surface [20].

One of such methods consists of chemical modification of the surface of
biomaterials for absorption of some proteins, while another in inoculation of
bio-active molecules on its surface. Modified surfaces can exert influence
upon cell’s behavior, controlling the nature of the protein layer, emerging on
the surface in the biological; environment [1]. The cells are capable of
“feeling” the emerged proteins with the help of receptors. As a rule, it is
desirable that certain cells should be precipitated on the surface of their
introduction, it is also desirable that they should grow and quickly divide.
Peculiarities of the surface bio-modification are determined by the character
of the required reaction of organism. If an implant undergoes an impact by
bacteria, like, for instance, artificial vocal chords cells adhesion is not
desirable. On the contrary adhesion is simply indispensable for orthopedic
implants. By establishing the factors, determining the interaction of the sell
and the introduction surface it is possible to modify deliberately the surface
of SBM in order to control the bio-chemical reaction of organisms. Modified
surfaces can exert influence upon cell’s behavior, by controlling the nature of
protein layer that is formed on the surface in the biological environment. The
cells are capable of “feeling” the precipitated proteins with the help of
receptors. As a rule it is desirable that certain cells should be precipitated



upon the surface of its introduction, their growth and quick division are also
desirable [21-23].

A space alternation of the surface chemical composition seems to be an
interesting trend in developing engineering of living tissues. For example,
sprayed nitrogen containing polymers stimulate precipitation of nerve cells
and neurons growth. The influence of the surface chemical composition upon
precipitation of certain cells can be used for controlling precipitating of
required cells in certain areas [24].

Opportunities of biological modification of surfaces of SBM implants
can be polyfunctional, like for instance, anti-bacterial, ensuring reliable
bonds with blood, or the bone.

6. Activated effects in liquid SBM
Application of the magnificent effect of magnet-activated

(magnetorheological) liquids (MR-liquids) in bio-medical engineering is
of great interest. Their main peculiarity is alternation of rheological
properties, under the influence of magnetic field. They are used as
suspensions of micro-particles of magnetic metal (iron) 3…8 μm in size, in
the quantity equal to 20…40 vol. % in carrying liquid (mineral or synthetic
oil, water, glycol or the like). When magnetic field is applied ferromagnetic
micro-particles are rearranged in accordance with direction of the magnetic
field - they are arranged in chains in direction of force lines (see Fig. 4), thus
resisting fiercely the shift or the current in direction perpendicular to those
chains and drastically increasing viscosity (including the yield strength) of
the liquid in that direction. Accordingly, when the magnetic field is removed
the particles chains are disintegrated, it leading to restoration of the original
viscosity [8].

Such stimulated alternation of their properties is proportional to tensity
of the magnetic field and disappears completely when the field is removed.
The rate of MR-liquid response to application of magnetic field and
transition into semi-solid state is exceedingly high, as well as restoration of
the initial viscosity – the time of such transition is just 6.5 ms [8].

This effect of remarkable properties of MR-liquids can be used, for
example, for manufacturing of “Motion Master” hydraulic shock absorber on
the basis of MR-liquid or for manufacturing an artificial “Smart Magnetics”
leg (see Fig. 5). The rate of reacting for this shock absorber is 20 times
greater than for its mechanical or hydraulic analogues, while the response



time is just 40 ms, it corresponding with response time of a real human knee
joint [8]. Such “smart” artificial leg is capable of most precise imitating
human movements, thus making man’s life more convenient and comfortable.

Fig. 4. The diagram of alternation in arrangement of ferromagnetic particles
in MR-liquid when magnetic field is exerted [8]

The effect of collapse of polymer gels is used in polymer gels, capable
of hundredfold changing (reducing) their volume [25, 26] at a slight
alternation of external conditions (temperature, composition of dissolvent,
light radiation, hydrogen index of the medium — pH). For example, the
volume of such gel in swollen and collapsed state can be hundredfold
different, some hydro-gels can withstand up to 2 kg of water per 1g of dry
polymer. This happens as a result of appearance of an efficient attraction
between polymeric chains of macro-molecules (hydrophobic interactions,
hydrogen links) (see Fig. 6).



Fig. 5. An artificial knee joint of Smart Magnetix (Biedermann Motech)
artificial leg equipped with hydraulic “Motion Master” shock absorber on
the basis of МR-liquid (Lord Corporation) (see left picture) and the cross-
sectional view of the hydraulic absorber (see the right picture) [8].

Polymeric gels being “on the verge” of collapsing are capable of exceedingly
sharp and reversibly (it being very important) altering their volume in
response to slight changes in the medium parameters. Due to it such gels are
called responsive gels, or smart or intelligent materials, i.e. materials
capable of reacting to slight environmental in previously specified way [27].
Polymeric gels are used as fillers in pampers, hygienic napkins, mild shoe
inner soles taking the shape of foot etc. However, the main domain of their
application is medicine. For example for manufacturing medicine capsules-
the effect of “address delivery” of medicines [28], when the capsule gets



swollen under the action of gastric juices and releases the medicine with pre-
specified velocity.

Fig. 6. The diagram of composition of three types of polymeric gels. Left
to right: uncharged net, polyelectrolyte (charged links on polymeric chains
and low-molecular anti-ions are formed in it by means of dissociation of
ionogenic groups) and the net with hydrophobic groups, associating with
each other in the liquid solution [26].

Further progress in creating self-regulating medicines requires, in particular,
development of the ways of obtaining hydro-gels that could pass from
collapsed state into swollen at different рН values. It will allow more fine
controlling both the site and the rate of extracting the medicine, on the spot,
required by the organism and the procedure of treating the ailing place. By
selecting the length and the number of hydrophobic groups it is possible not
only to obtain the gel with pre-specified pH values for transition from
collapsed state into the swollen state, but also reach the required degree of
swelling at a given acidity. By modifying the composition and the degree of
gel linking it is possible to change its selectivity to molecular mass and the
charge of absorbed dissolved compounds [27].

7. Bio-degrading materials
Bio-degrading materials –is a modification of SBM, capable of

destroying with time, under the influence of biological factors, they either
disintegrate or assimilated inside human organism or in nature, due to
ferments action. Their degrading at the process of exploitation is based on
passing chemical or bio-chemical reactions: hydrolyzation under the action



of ferments and microorganisms or disintegration of macro-molecules into
oligomers to be destroyed by bacteria. Their application is restricted to
medicine and food and consumer goods packing. Bio-degrading materials are
quite efficiently used in surgery for making seam threads and various
cardiologic, dental, orthopedic, fixing and other implants. For instance,
dissolved surgical threads made of polylactide acid, that disappears (it is
dissolve din human organism) after it has carried out its fixing function.

Application of bio-degrading materials seems to be the foundation for
creating the most promising and swiftly developing medical trend - creating
organs from patient’s tissue cells. A kind of skeleton is created from them
with a spongy structure, in its meshes recipient’s cells are implanted, capable
of growing and thus capable of restoring the lost tissue. This gives an
opportunity and conditions for this artificial formation to be germinated with
blood vessels with subsequent resorption of the bio-degrading material and
its eventual replacement with own connecting restoring tissue. The described
technologies are already used for restoration and replenishing of lost
sections of cartilaginous and soft tissues. On the basis of matrixes, consisting
of organic acids (like lactic or glycolic acids) such organs and tissues like
skin, cartilages, bones, tendons, muscles, small intestines etc. are created in
tissue engineering [1, 2].

8. Living tissue engineering
Living tissue engineering has become a new philosophy of developing

up-to-date bio-materials – true SBM of the fourth generation, it being one of
the quickly developing spheres of bio-medical engineering [1]. It lies in
biological or technical methods of creating functional tissues, either
replacing or improving functioning of ill or pathological parts of organism. In
practice this idea is realized by growing living cells on biomaterial in the
presence of biologically active molecules. After that living cells and the
produced extracellular matrix together with the substrate are introduced into
the organism as a uniform cell-biomaterial structure, capable of self-
generating and self-restoring in the process of carrying out the vital functions.

9. Biologically modified SBM
One of the promising research trends is developing biologically

modified SBM, the surface of which will carry certain information for living
cells that interact with this surface. The information may consist of



determination where the cells should and should not be planted and
specifying their orientation or differentiation [1].

Creation of truly smart substrates is but a task for the future. It requires
further complex development of bio-materials engineering, biology and
medicine. Development of new medical equipment, bio-materials,
particularly SBM and artificial tissues is to play more important part in
treating illnesses. Further development of bio-materials will be the result of
joint efforts by specialists of materials engineering, biologists and doctors
[2]. New SBM are likely to differ drastically from their analogues of past.
They will become much smarter, in the sense of their interacting with
biological environment, promoting self-restoration of physiological functions
of organism and living tissues. The ultimate objective of treatment will be
restoration of healthy tissue with simultaneous vanishing of the implanted
bio-material [29].

10. Smart nanomaterials
New branches of science and engineering-nano-sensorics, nano-

mechanics and nano-bionics are producing very interesting results of creating
the newest smart nanomaterials, such results require further consideration
and it exceeds the bounds of our work.

11. Conclusions
For all described examples of application of physical phenomena under

conditions of exploitation of SBM an action of disturbing factor for
appearance of a certain physical phenomenon (effect) in the process of
exploitation and as a result –obtaining the specified positive effect may be
considered as common signs. Here, a dependence of its quantitative and
qualitative indices upon the chemical composition, the nature of matter or
substance, its structure, the conditions and parameters of imitating actions
and certainly practical exploitation is revealed.

Thus, the domain of created smart bio-materials is constantly growing,
just like new functional opportunities of their application for healing,
prosthesis and relieving those who need their application. No doubt, the
future of successful developing of perspective bio-medical engineering
belongs to such smart materials.
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Abstract

Organ transplants can be a life-saving treatment to recipients, however, the rate of organ transplant
is dictated by the availability of donors and transplant recipients must undergo intense
immunosuppressive drug treatment. Artificial hip and knee implants often return a full range of motion to
patient’s ailing joints, however there is often a time limit to this effect due to the implant’s inability to
regenerate itself like native tissue. Tissue engineering is a field of medicine in development that aims to
generate tissue and ultimately organs for implantation using a patient’s cells. It employs our
understanding of aspects of biology, such as tissue development, principles of engineering, and material
science to attach cells to a material and induce those cells to proliferate, differentiate, and generate
material. This chapter aims to introduce the reader to the field of tissue engineering, one of the most
commonly used materials in tissue engineering, collagen, and the concept of bioprinting and also aims to
prepare the reader for the proceeding chapter on biofabrication of the cornea.

Keywords: Tissue engineering, biofabrication, bioprinting, collagen

1 Tissue Engineering

Tissue engineering (TE) is a relatively new form of engineering first
described by R. Langer and J.P. Vacanti as ‘an interdisciplinary field that
applies the principles of engineering and life sciences towards the
development of biological substitutes that restore, maintain, or improve
biological tissue function or a whole organ’[3]. The paradigm of TE is that
of a circular process, illustrated in (Fig. 1) where i) a biopsy is taken from a
patient and cells isolated, ii) those cells are then expanded in culture, iii) the
cells are seeded onto a scaffold with signals, iv) the scaffold and cells are
cultured until they mature into a tissue, and v) the tissue is implanted into the
original patient. The idea being to replace, regenerate, or restore a patient’s
failing organ, or pathological tissue using the patient’s own cells, negating
the need for donors, transplants, and the associated immunosuppressive
drugs.



Fig. 1. Paradigm of tissue engineering illustrating: 1, the explant of cells, 2,
the expansion of those cells in culture, 3, cells are seeded on a scaffold in the
presence of signalling molecules (growth factors, hormones, proteins, or
even mechanical stimuli), 4 culture of the construct to tissue maturation, and
5, implantation of the mature tissue construct. Adapted from [4].

The cells typically used in TE are stem cells which can be differentiated
into many different cell types using chemical and physical cues such as
growth factors, and mechanical stimulation, respectively. Stem cells come in
different potencies (capacity for differentiation and proliferation), the most
potent also being the most controversial, embryonic stem cells, however
multipotent adult stem cells, such as mesenchymal stem cells, are the most
commonly used stem cells in TE. Once the cells are isolated from a patient
they are expanded in a tissue culture vessel containing culture medium. The
vessel can be a tissue culture flask as depicted in step 2 of figure 1, or a petri



dish, whilst the medium is a liquid, buffered at a suitable pH, and containing
the necessary ions, and nutrients to sustain the cells. Under these conditions,
cells are expected to adhere to a surface of the culture vessel and grow in a
monolayer until they reach a desired level of “confluence”; the amount of
available surface that is covered with adherent cells. The cells are then
harvested using trypsin, an enzyme that metabolises the proteins secreted by
cells to attach to the vessel and each other, and re-suspended in fresh media.
The re-suspended cells can then be counted, and subsequently used. Although
this is a proven method for expanding cells, it is limited in two dimensions
with cells only capable of re-producing in monolayers; thus, making it an
inefficient and difficult way to generate 3-dimensional tissue.

A TE scaffold, put simply, should resemble a sponge; it is highly porous
to allow media to access all volumes in the scaffold, and it has a high surface
area to volume ratio. Most human cells (apart from hematopoietic cells)
require a suitable substrate so that they can attach and begin interactions,
otherwise the cells become rounded and inactive (quiescent). At the scale of
a cell, the perimeter of pores of a sponge-like TE scaffold provides a
continuous 2-dimensional substrate to which it can attach. Once attached to a
TE scaffold the cells can then proliferate, differentiate and begin making
their own matrix to take the place of the TE scaffold which should degrade
slowly. One way of achieving this sponge-like morphology is through the use
of a class of materials called hydrogels. Hydrogels are made of a polymer
network swollen with water, an everyday example being the dessert, jelly,
which is made of a gelatine swollen in water. Although on the surface jelly
does not appear very sponge-like, on the microscale it is filled with pores.
The porous, heavily hydrated polymer network of hydrogels is a useful as
mimic of the extracellular matrix (ECM) for tissue engineering. However,
there are many other ways of creating porous scaffolds, such as gas foaming,
salt-leaching, and bio fabrication strategies such as bio printing and
electrospinning.

1.1 The extracellular matrix

In order to understand cell attachment it is necessary to understand how cells
interact with their extracellular matrix (ECM). The ECM is a network of
proteins, glycoproteins, proteoglycans, and polysaccharides that gives all
tissue its physical shape and acts as a communication network between cells.



The composition of the ECM is specific to each tissue but some common
components are the protein, collagen, and the glycoprotein, fibronectin. Cells
interact with their surrounding ECM through proteins in the cell membrane
(cell adhesion molecules, CAMs, such as integrins) attaching to
complementary sites in the ECM components, as seen in Figure 2. The
complementary sites are usually in the form of short amino acid sequences,
such as RGD, which is naturally present in fibronectin. TE scaffolds often
use extracted ECM components, or synthetic ‘motifs’ (synthetic short peptide
sequences similar to RGD), to exploit their capacity for cell attachment, or
modify artificial polymers, such as PEG, with RGD or similar peptides to
increase their capacity for cell attachment. Other methods to improve cell
attachment include increasing the hydrophilicity (or wettability) of a surface
which is carried out on the plastic used to culture cells, TCP (tissue culture
plastic), or coating a scaffold with in a thin layer of a biopolymer such as
collagen.



Fig. 2. An illustration of interactions between a cell and the extracellular
matrix. The cell membrane (plasma membrane) is made of a phospholipid
bilayer with integral proteins, integrins mediating the interaction of the
plasma membrane with proteins such as collagen, and proteoglycans.
Attachment is often through glycoprotein, fibronectin. [5] ©2017 Rice
University

Once cells have attached to a scaffold then regulatory signals are often
used to influence their behavior. These signals can be in the form of
chemicals added to the cell culture media (growth factors, biomolecules),
mechanical stimuli, or electrical stimuli. Growth factors are the most
common signals. They are polypeptides or proteins (mostly) that are



recognized by cells at their surface and induce intracellular signaling
pathways that regulate the cell behavior and development. For instance,
vascular endothelial growth factor (VEGF) can stimulate vasculogenesis (the
production of blood vessels) by vascular endothelial cells through inducing
their proliferation and promoting cell migration [6]. Vasculogenesis is one of
the major challenges facing TE as it approaches questions of scalability, as
capillaries need to be generated to deliver oxygen to the center of scaffolds.
Mechanical stimuli can also be used on some cells such as osteoblast.
Electrical stimuli has been shown to enhance the differentiation and
maturation of neurons and cardiomyocytes, respectively [7],[8]. This
combination of cells, a scaffold, and signals illustrated in Step 3 of the
paradigm in (Fig. 2) is often referred to as the “triad of tissue engineering” or
“the three pillars of tissue engineering” [9]. When a level of automation is
included through bio printing, electrospinning, or bio assembly, this is
considered bio fabrication. The level of automation in bio fabrication has
expanded relatively quickly from being employed solely for the manufacture
of a scaffold, to being employed for scaffold fabrication, cell deposition, and
fabrication of an encapsulating bio-reactor [10].

1.2 Collagen as a biomaterial for bio fabrication

The term biomaterial is used to refer to a wide range of materials including
synthetic polymers, ceramics, and metals, along with biologically-derived
materials, their unifying quality is that they are used to replace, restore, or
regenerate tissue. However, the definition of a biomaterial is quite a
contentious issue. A comprehensive and widely-accepted leading opinion
paper on the definition of biomaterials was published by David F. Williams
in 2009 [11]. The biomaterials used to build TE scaffolds must possess
certain qualities, among which are that they must be biocompatible, and
biodegradable. For a material to be defined as biocompatible, the material,
its metabolites and any leachates from production, must not be toxic to cells.
Biodegradation is necessary so that the construct can slowly degrade and be
absorbed by the recipient whilst cells in the construct, or recruited by the
construct, replace the biomaterial with their own matrix. As stated
previously, cell attachment is necessary for cells to remain active, hence
cells should be able to attach to a biomaterial for it to be considered
effective for use in TE. This is relatively straightforward for ECM-derived



biomaterials such as collagen and fibronectin since they possess CAMs,
however, many biomaterials do not inherently possess CAMs. For these
biomaterials the potential for cell attachment can be increased by increasing
the hydrophilicity of their surface. Better still, they can be functionalized
with CAMs such as the peptide sequence RGD.

Collagen is the most abundant protein in mammals. It is found in high
concentrations in tendons, bone, the cornea, cartilage, and many other tissues
in vertebrates. Rather than a single protein, collagen is a family of proteins:
the collagen supra-family. All collagens possess a characteristic triple helix
structure composed of three interwoven α polypeptide chains which may be
identical (homotrimer) or a mix of two or more genetically distinct α chains
(heterotrimer). The collagen supra-family includes 28 different types of
collagen which all possess one or more triple helix domains with various
other structures, and functions. The fibrillary collagens are a sub-family that
contain the most common collagens, and whose structure is dominated by a
single triple helix and that all assemble into fibrils with a characteristic
banded pattern. The fibrillary collagens are the most common collagens, and
consist of collagen type I, II, III, V, XI, XXIV, and XXVII. Collagen types I,
II, and III, are often referred to as the major fibrillary collagens due to their
abundance, whereas collagens type XXIV and XXVII are outliers within the
fibrillary collagens because they have a much shorter collagenous domain.

The characteristic banded pattern of the fibrillary collagens (light and
dark bands with a periodicity of ~67 nm seen in Figure 3) arises from the
packing order of the collagen molecules into fibrils. The packing order is
derived from fibrillogenesis (fibril assembly) which is a well-studied
phenomenon where collagen molecules self-assemble, aligning side-by-side
to each other with a slight offset, about a quarter of their length, and end-to-
end with other similarly stacked collagen molecules. The overlapping of the
gaps between collagen molecules gives rise to the light bands which account
for ~0.46 of the d-period (67nm), with the dark band, the overlapping of the
ends of collagen molecules, accounting for the other 0.54.



Fig. 3. The structural hierarchy of the major fibrillar collagens, (i) illustrates
the assembly of three left-handed helical α-chains into a right handed triple
helix of around 300nm in length, (ii) a schematic of collagen fibrillogenesis
showing the stacking of collagen molecules side-by-side and end-to-end, (iii)
the resultant a D-banded collagen fibril from fibrillogenesis. Microscopy
images of collagen fibrils: (iv) AFM of collagen fibrils made in vitro by
osteoblasts [12], and (v) TEM of collagen fibrils in lung tissue banded
collagen (scale bar: 50 nm).

Fibrillogenesis is a thermodynamically driven process; molecular
collagen is unstable under physiological conditions, however, it becomes
stable by self-assembling into fibrils. In vitro, fibrillogenesis is mainly
controlled by pH, ionic strength, and temperature. Other influencing factors
include the ion species, surfactants, and saccharides present, and the
presence/absence of telopeptides [13]. These factors are exploited to make



the collagen hydrogels commonly used in TE. Different fibrillar architectures
can be exploited by using different conditions, for instance, incubating the
neutralised 1X PBS collagen solution at low temperatures (~4°C) slows
down fibrillogenesis and allows the fibrils to grow far thicker, but also
shorter.

Collagen is one of the most commonly exploited biopolymers, due to its
ubiquitous nature. The gelatine that makes jelly is derived from collagen-rich
tissue such as skin and bone. Gelatine is collagen that has been degraded
(broken down on a molecular level) and denatured (protein losing its shape)
through extraction processes involving high heat and extreme pH values to
the point where it possesses very different characteristics and a fraction of
its CAMs. Less severe processes at low temperatures (~ 4°C) can be used to
extract intact collagen, such as acid-soluble collagen (telocollagen), and
pepsin-soluble collagen (atelocollagen). Telocollagen and atelocollagen are
distinguished by the presence or absence of telopeptides. Different tissues
can be excised for the extraction of different collagens, for instance, the
Achilles tendon is very rich in collagen type I, whereas cartilage tissue is
very rich in collagen type II. These tissues are of waste of the meat industry,
hence much collagen is derived from bovine, ovine, and porcine sources.
Rat-tails are also a rich source of collagen type I that is frequently extracted
in TE research labs.

The possibility for interspecies disease transmission and allergic or
immune reactions can make animal derived collagens less desirable, hence
collagen is also sourced from humans, the most common source being the
human placenta/amniotic membrane. However, extracted human collagen may
still illicit an immune response. Recombinant collagens have received
growing interest due to the elimination of the possible risks associated with
the use of animal-derived collagens in humans (disease transmission,
allergens, pathogens, immunogenicity). Recombinant proteins are produced
by inserting the relevant gene for a protein into a host organism, which is
often yeast since it is a well-researched organism that can be cultured in
large volumes (in bioreactors rather than 2D culture flasks). This results in a
purer product in contrast to extracted proteins and allows for alterations in
the amino acid sequence through gene modification. However, the simple
host organisms used often lack the cellular tools to produce collagen in the
exact same way as a mammalian cell. For instance, the amino acid,
hydroxyproline, is not made in ribosomes; it begins its life as proline, and is



turned into hydroxyproline by an enzyme in the cytoplasm of mammalian
cells. This enzyme has to be supplemented to the yeast cells so that
hydroxyproline may be formed, which is important to collagen’s structure.

2 Bio printing

Bio printing is a branch of bio fabrication defined as the automated
deposition of living and non-living materials in a prescribed geometry for the
production of bioengineered structures [14]. The way in which cells are
incorporated into a bio printed structure varies, from simply seeding cells
onto a scaffold, to bio printing cells or cell spheroids of a single cell type, to
the precise deposition of specific cell types in specific patterns to illicit the
maturation of a particular tissue. Should an ink contain cells, it is referred to
as a bio-ink, whereas an ink containing a hydrogel/hydrogel-precursor
intended to be printed alongside a bio-ink, or for cell seeding is referred to
as a biomaterial ink [15]. Conventional inkjet printers were used as the first
bio-printers. Robert J. Klebe performed the first case of bio-printing, or
‘cytoscribing’ in 1988 by filling the inkjet cartridges of two HP printers with
a fibronectin solution, and a solution containing monoclonal antibodies,
thereby creating a substrate to which cells could specifically attach in
subsequent culture [16]. The first cell printing was performed by Boland &
Wilson in 2003 using the firmware and parts from a HP660C inkjet printer
but with a modified dispensing system to allow the use of wider nozzles
through which large mammalian cells could pass [17]. Since then the field of
bio-printing has expanded at a remarkable pace with a number of printing
technologies, each of which have their own particular advantages and
drawbacks. Bio-printing technologies are usually classified as one of the
following: extrusion-based bio-printing(EBB), droplet-based bio-
printing(DBB), and laser-based bio-printing(LBB) [2]. More recently, there
has been the development of multi-modal printers which integrate different
types of print-heads and printing technologies into one system to fulfil
multiple needs.

Similar to regular 3D printing, bio-printing frequently makes use of
different inks for different purposes within the same print. A sacrificial ink is
an ink that may be used to support in voids within a scaffold and prevent the
surrounding material from collapsing into the void. The sacrificial ink can
then be removed afterwards usually using a solvent or conditions, to which



only the sacrificial ink is vulnerable. A cell carrier ink, is a bio-ink that
contains cells, but may not have sufficient matrix materials to support itself
or an entire scaffold. These are often used where the biomaterial used as the
main structural component of the scaffold cannot be printed with cells;
thermoplastics such as polycaprolactone. Printing methods have also been
developed where the whole scaffold is printed within a support bath made of
a thixotropic hydrogel/hydrogel suspension.

Fig. 4. illustration of some concepts of cell culture and bio-printing. (i) cells
precipitate out of suspension when left in a well plate and attach to the
bottom, (ii) when cells are incubated with a suitable TE scaffold the cells
attach to the scaffold, (iii) the hanging drop method for forming cell
spheroids. (iv) An example of bio-printed scaffolds for TE, and (v) a
microscope image of an acellular TE scaffold.© R. Gibney 2020

Cell aggregates are structures composed of cells loosely bound to each other,
typically by ECM biopolymers secreted by the cells. A monolayer of cells
grown in a tissue culture vessel can be broken up into aggregates by
harvesting them without the using of ECM degrading enzymes, like trypsin.
However, using this method the aggregates are randomly sized. A popular
method for producing more consistent spheroid-shaped cell aggregates (cell
spheroids) is the hanging drop method. The cell spheroids are formed by
pipetting a cell suspension, in small amounts with an estimated number of
cells, on to a petri dish which is then inverted. Gravity allows the cells to



settle out of suspension and form a cluster at the bottom of the droplet, away
from the TCP. The cells, without a substrate for attachment, attach to each
other

2.1 Extrusion-based bio-printing (EBB)

EBB is the most common type of bio-printing due to the simplicity of its
design. EBB typically loads an ink, usually a hydrogel/hydrogel-precursor,
into a syringe, which is then extruded through a nozzle by applying a force by
mechanical or pneumatic means. EBB constructs usually fit into a 6, 12, or
24 well plate. Print accuracy is totally dependent on the user identifying the
suitable print parameters for the rheology of their ink; print parameters such
as: extrusion pressure/speed, and print speed. The ink must have some means
by which it can transition from being a fluid with suitable viscosity for
extrusion, to hydrogel with sufficient viscoelasticity to support its shape and
provide support for proceeding layers. A quicker transition is also
advantageous, as it reduces print time. This transition can cause the geometry
of the printed material to change as new bonds being formed, or chemical
structural changes can cause contraction of the material. Therefore, print
fidelity is just as important as print accuracy. This is relatively
straightforward for some hydrogels like gelatin which exhibits
thermogelation, alginate which quickly transitions from a solution to a
crosslinked gel in the presence of divalent ions (ionic crosslinking), or
cellulose nanocrystal hydrogels which exhibit severe shearthinning. The
combination of two or more of these materials also leads to the development
of composite inks, which can achieve improved print quality along with
enhanced bioactivity/cell survival or other characteristics (e.g. higher
stiffness). For instance, Wu et al. made a bio-ink containing human corneal
epithelial cells (HCECs) that exploited the thermogelation of gelatin,
alginate’s ionic crosslinking for stability, and collagen for bioactivity in
order to provide a better mimic of native ECM [18]. There has also been
widespread use of composite inks in bone tissue engineering such as the “3-
3-3” ink by Cidonio et al. which is comprised of 3% laponite, 3% alginate,
and 3% methylcellulose resulting in an ink with high printability and high
bioactivity [19]. The results achieved with composite inks has improved
EBB’s performance when compared to DBB and LBB methods which
generally have better print accuracy, and print fidelity. EBB methods are also



more frequently used for the deposition cell aggregates compared to their
DBB, and LBB counterparts, as the aggregates are often too large for most
DBB and LBB methods. The simplicity of the EBB design allows EBB
printers to have multiple printheads so that several inks can be used such as a
cell-carrier ink, a build ink and a sacrificial ink as seen in Figure 6 (i).

Fig. 5. (i) Extrusion bioprinting usually involves more than one printhead,
with a build ink which will form the end-construct, a sacrificial ink, which is
removed after printing, and a cell carrier ink. (ii) Melt electrowriting
involves melting a polymer and extruding it through a nozzle attached to the
anode of a high voltage power supply, and the build platform attached to the
cathode, leading to extruded filaments as small as 1 µm in diameter. © R.
Gibney 2020

2.2 Droplet-based bio-printing

The inkjet printers used in the first cases of bio-printing are DBB methods.
They use thermal, acoustic, or mechanical systems to eject a droplets of an
ink on to a substrate. Inkjet printers have continued their development in cell
printing. However, they struggle to produce scalable TE scaffolds due to a
number of limitations. Inkjet printers can only print inks in a limited viscosity
range (<15mPas), and work properly with cell densities <1× 106 cells/ml. In
addition, they cannot be used to print cell aggregates [20]. They are also



known to be prone to blockages, particularly with increasing print time due
to cells or particulates settling out of suspension within the ink reservoir
[21]. However, inkjet printers have been used alongside other printers and
have been incorporated into some multi-modal bio-printers. DBB can also be
used effectively to deposit a binder solution onto some form of polymer pre-
cursor or inorganic material, for example, Inzana et al. used a collagen
solution in phosphoric acid to bind calcium phosphate powder in bone tissue
engineering, where a collagen solution in phosphoric acid was used to bind
calcium phosphate powder [22].Other DBB techniques include microvalve-
bio-printing, drop-on-demand bio-printing, and acoustic droplet ejection.

The Bioscaffolder 3.2 utilises an inkjet printhead to aspirate cell
suspensions from a 96 well plate and deposit them on the build plate, along
with multiple EBB print-heads for the deposition of more structurally
relevant materials i.e. hydrogel, polymer (PCL) inks, and sacrificial
materials. In this way, an inkjet printhead can print many different types of
cells during the same print which is particularly attractive for the
manufacturer of biosensors and organ-on-chip microfluidic devices [23].

Fig. 6. Droplet based bioprinting methods: (i) inkjet, where a transducer
(piezoelectric, thermal) forces a droplet out of the nozzle. (ii) Microvalve
printing where an electromagnetic plunger is actuated up and down to force
droplets out of the print head. © R. Gibney 2020

2.3 Light-based bio-printing (LBB)

LBB methods employ light to eject droplets of an ink, propel cells in
suspension, or to polymerise an ink. Photo-polymerisation techniques
typically employ a photo-initiator which absorbs light and releases radicals



which are highly reactive unstable molecules that help polymerize monomers
in the ink or crosslink molecules in the ink. The photoinitiators used for
photo-polymerisation often have low solubility in water, exhibit cytotoxicity
in their stable or activated state, or may require excitation by light in the UV
range, which has limited the use of photo-polymerisation for cell
encapsulation/cell printing, settling instead for cell seeding post print.
However, photoinitiators have been developed with improved water-
solubility, less cytotoxicity, and higher excitation wavelengths, such as
Irgacure I2959 and LAP (lithium phenyl-2,4,6-trimethyl-
benzoylphosphinate). Both I2959 and LAP have been used to encapsulate
cells with a high level of cell viability [24, 25], they have also been used as
photoinitiators in EBB. LBB photo-polymerisation techniques include 2-
photon polymerization (2PP), stereo lithography (STL), and digital light
processing (DLP)[26].

Other LBB methods include laser-assisted forward transfer (LAFT),
laser-induced forward transfer (LIFT), and laser-guidance direct writing
(LGDW). They are typically used for cell patterning and may become more
popular as the science of scaffold-free TE evolves, but, for the moment, they
are the lesser spotted bio-printing technologies. LIFT and LAFT are used
interchangeably to refer to the same method of printing. In brief, a “donor”
slide is coated with a thin photo-absorbing layer, often gold, this layer is then
coated with a bio-ink, the slide is then placed upside-down above a substrate
and a laser is pulsed through the slide and absorbed by the photo-absorbing
layer causing extremely local high temperatures. This leads to the formation
of a bubble which then collapses causing a droplet in the pico-litre range to
be ejected from the bio-ink [27–29]. LGDW is an even rarer LBB method
which propels individual cells in a suspension toward a substrate using light
[30–32]. LIFT/LAFT and LGDW are both nozzle-free cell printing
techniques and are shown to have some of the highest cell survival rates of
all bio-printing techniques and have been utilised with many cell types, yet
they are more useful for the growing field of scaffold-free tissue engineering,
particularly LIFT since it allows the printing of many cell types by simply
changing the donor slide.



Fig. 7. Examples of light based bio-printing methods: (i) LIFT, where a pulse
of light from a laser is focused through a donor slide to a photo-absorbent
layer causing it to sublimate and produce a vapour bubble which quickly
collapses forcing a droplet to be ejected from the bioink layer. (ii) Stereo
lithography where a beam of high intensity light is directed with aid of a
mirror into an ink bath where it polymerises the ink only at the focal point of
the light. The build is polymerised onto a build platform which is slowly
moved out of the ink bath. © R. Gibney 2020

2.4 Multi-modal bio-printers

Each of EBB, DBB, and LBB method has its own advantages and
disadvantages, it therefore makes sense that these be incorporated into one
bio-printing system to get the best of both, or all worlds. Multiple bio-
printing research groups are now working with multi-modal printers, and
several commercial multi-modal bio-printers are available, such as the
GeSiM Bioscaffolder 3.2, and the RegenHU. Multi-modal bio-printers
typically incorporate different types of EBB methods with DBB methods,
such as a pneumatic EBB printhead and a microvalve, or inkjet DBB
printhead. Several pneumatic printheads maybe in the same system so that the
printer can quickly change between different types of inks. This offers many
advantages as it allows the deposition of many different cell types with
control over cell count distribution, and allows for the use of inks suited to
specific roles, such as a sacrificial ink, cell-carrier ink, and a stiff polymer
for mechanical strength. Some multi-modal printers can be procured with a
melt-electrowriting (MEW) printhead. MEW is a printing technique
pioneered by Paul Dalton at the University of Würzburg which is similar to



electrospinning, where electrostatic forces build up in a polymer droplet at
the tip of a syringe due to an applied high voltage electric field. The
electrostatic forces build up until they overcome the surface tension of the
droplet and a filament leaves the droplet and whips around due to the electric
field, stretching the filament into nanofibers, before reaching the cathode.
MEW prevents the whipping action, which is difficult to control, through a
number of processes, including by having the syringe tip and substrate (the
cathode) closer together. MEW creates thicker filaments (>1 µm) than
electrospinning but in a controlled way that can be incorporated into printer.
MEW printheads in multi-modal printers has led MEW lattices being used to
encapsulate cell spheroids with some very promising results at published by
Daniel J. Kelly at Trinity College Dublin.

3 Discussion & Conclusion

TE first captured public imagination when the image, “Vacanti mouse”, went
viral. It inspired much discussion in the media, and memes, and even
parodies. This was an earshaped polymeric scaffold populated with bovine
cartilage cells that was implanted under the skin of a nude mouse (an
immunocompromised mouse that will not experience implant rejection). The
mouse in this case acted as a bioreactor for the scaffold, allowing the
cartilage cells to develop their own matrix as the polymer degraded, and
blood vessels to form. This was a proof-of-concept for a xeno-graft model,
with a stated intention to proceed to an autologous model where a similar
scaffold populated with the patient’s cartilage cells would be implanted
under the skin of the patient to allow it to mature into a functional auricular
cartilage [33]. Unfortunately at times the image was misinterpreted, and it
was thought by some that the mouse was genetically-engineered to grow a
human ear on its back, and became a tool in arguments against genetic
engineering.

Bio-printing has been victim to similar misinterpretations. Many bio-
printer manufacturers, and academics, focus on the more distant possibilities
of bio-printing order to stir up interest and attain funding. An image search of
“bio-printing” will quickly return some computer-generated images of whole
hearts or ears being produced by a printer, which is almost comical to any
academics in the bio-printing field until patients on donor waiting lists and
their families are considered. Bio-printing has a number of challenges ahead



particularly regarding scalability before it could impact medicine;
bioprinting whole organs remains in the realm of science-fiction. Bio-
printing is likely to be applied far more quickly in drug screening using
organ-on-chips, which are bioprinted miniature versions of functional human
organs in microfluidic chips that have become a sub-section of bio-printing.
Organ-on-chips are likely to become invaluable tools to the pharmaceutical
industry. TE and bio-printing have major manufacturing and regulatory
challenges ahead. The typical regulatory framework applied to medical
devices is not applicable to a living TE tissue. A TE manufacturer has to be
placed close to a hospital (its source of cells), with the patient being treated
in that hospital, which makes international distribution difficult to
comprehend. However, the possible benefits of implantable functional TE
tissues far outweigh the manufacturing and regulatory challenges ahead.
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Abstract

The cornea, in simplest terms, is the transparent part of the outer eye. It is surrounded by transitional
ring of tissue called the limbus, and the sclera, or white of the eye, beyond. It serves two main functions:
protecting the inner eye and focussing light into the eye. The transparency of the cornea is due to a
number unique features and dynamic processes, and disruption to any one of them can result in
blindness, corneal opacities or visual impairment. In some cases, where corrective lenses, topical
medication or other treatments are insufficient, a corneal transplant is performed, which despite being
the most performed transplant, globally, suffers from a shortage of donors. In this chapter, we wish to
build on concepts introduced in the previous chapter and explore the cornea, the occurrence of blindness
and other visual impairments, corneal transplants, and the potential for bioprinting to generate a
biofabricated cornea that could be used as an alternative to transplant.

Keywords: Tissue engineering, biofabrication, corneal tissues, collagen

1 Anatomy of the cornea

The cornea is distinguished from other parts of the outer eye by its
transparency and curvature. As light hits the cornea, it is refracted (the
cornea is responsible for 75% of refractive power of the vision system of the
eye) through the pupil into the lens where the light is further focused on to the
cone cells of the retina. The cornea is a slightly oblate spheroid cap shell,
with a horizontal diameter around 11.5 mm, and a vertical diameter of around
10.6 mm white-to-white [1], and a central corneal thickness of around 550
µm which increases with the distance from the centre up to 700-800 µm near
the limbus [1, 2]. The radius of curvature of the anterior corneal surface is
often reported to be around 7.7mm [3]. The cornea is composed of 5 distinct
layers, as seen in Figure 1: i) the anterior surface is the epithelium, followed
by ii) the acellular Bowman’s Membrane, iii) the stroma which accounts for
the bulk of the cornea, iv) the Descemet’s membrane, another acellular layer,
and v) the endothelium.



Fig. 1. Diagram of the human eye and the cornea. The cornea has an
increased curvature compared to sclera. Contrasting layers in the corneal
stroma depict layers of orthogonally oriented fibrils. Adapted from
nei.nih.gov (National Eye Institute, National Institutes of Health)

The epithelium is composed of 4-6 layers of corneal epithelial cells
which have a lifespan of 7 to 10 days before being shed with replacement
cells, located underneath and provided by stem cells in the limbus [4]. The
epithelium should always be covered by the tear film, which not only
provides lubrication to the cornea-eyelid tribo-system but also protects the
cornea from pathogens, and provides oxygen and nutrients (e.g. glucose) to
the anterior layers of the cornea. Bowman’s membrane is a thin acellular
layer with a dense collagen meshwork and serves as an anchoring point for
many of the anterior-most collagen fibrils of the stroma.

The corneal stroma accounts for up to 90% of the cornea’s thickness and
is mostly composed of collagen type I, with significant amounts of collagen

http://nei.nih.gov/


type V, proteoglycans, and cells (mostly keratocytes). The collagen of the
corneal stroma is assembled into fibrils that are much narrower than in other
connective tissues in order to maintain transparency, which has been shown
to be a function of fibril diameter [5]. The fibrils are heterotypic with
collagen type I interweaved with small amounts of collagen type V (around
10%). This interweaving is believed to regulate the fibril diameter along
with other factors, such as the electrostatic repulsion between fibrils, which
is generated, in part, by chloride ions forming complexes with fibrils [6].
The corneal fibrils are aligned in parallel into lamellae which are around
200 µm wide and 2 µm thick [7]. The lamellae can span the entire cornea,
and overlap orthogonally in the central area, as illustrated in Figure 1, with
lines depicting the fibrils running parallel to the cross-section and dots
representing the fibrils within the lamellae running perpendicular to the
cross-section. In the peripheral cornea, the lamellae are arranged annularly
circum-cornea, which is believed to support the change in curvature of the
cornea from the sclera [8]. At several specific regions of the corneal stroma,
the lamellae are interweaved, particularly in the anterior stroma which is
denser than the posterior stroma and responsible for much of the cornea’s
strength. Keratocytes are the main cell type present in the stroma, and are
responsible for maintaining the stromal ECM. They are mostly transparent,
apart from their nucleus, due to the presence of “crystallins”, a type of
protein that is believed to reduce the refractive index of the cell to a value
closer to that of the surrounding ECM [4]. Upon injury, keratocytes can
differentiate to myofibroblasts and migrate to the site of injury in order to
repair the damaged tissue, however myofibroblasts contain less crystallins
and hence are less transparent. At the site of injury, myofibroblasts will
begin producing collagen type I and other biomolecules to heal the injury,
however the collagen produced does not possess the same ordered structure
of the corneal stroma and hence is less transparent. Eventually scar tissue can
develop, causing a corneal opacity. Other cell types within the corneal
stroma include corneal stromal stem cells, and corneal fibroblast.

Descemet’s membrane is a thin acellular dense collagenous layer that
supports the endothelium, which is a monolayer of corneal endothelial cells
that are tightly packed into a characteristic hexagonal pattern and have a
limited ability to regenerate. The corneal endothelium regulates the ionic
balance and hydration of the stroma; it is therefore responsible for the
electrostatic repulsion between fibrils, and prevents corneal swelling which



can cause corneal opacities. Endothelial cells do not divide and multiply in
vivo, hence humans are born with around 3500 corneal endothelial cells per
square millimetre which gradually decreases by 0.6% per year with cells
spreading to fill gaps left by dead cells [4]. Many degenerative corneal
diseases, such as Fuch’s dystrophy, are attributed to a poorly functioning
corneal endothelium which may require surgical intervention with a corneal
transplant. The cornea also has a network of nerves that extend from the
sclera into the corneal epithelium and the anterior layers of the corneal
stroma, and that are fundamental to the corneal blink reflex. The blink reflex
serves numerous functions. It replenishes the corneal tear film which
lubricates cornea-eyelid tribosystem, and sustains cells in the anterior layers
of the corneal stroma and epithelium. It also clears debris and pathogens, and
prevents injury. Damage to the corneal nerve network caused by laser-eye
surgery, or herpetic infections can lead to lower sensitivity in the cornea
resulting in a number of degenerative conditions such as dry eye, and
keratitis.

Being an avascular tissue with low metabolic demand, and mostly
composed of collagen (the dry weight of the corneal stroma is about 70%
collagen [9]; mostly collagen type I), the cornea is a very attractive tissue for
tissue engineering and regenerative medicine (TERM) treatments. The cornea
has already had clinical trials for cell therapies [10] and biosynthetic
corneas[11]. This is possible due to the cornea’s immuneprivileged nature,
which arises from the culmination of a number of factors and mechanisms
such as, its avascularity, cellular and molecular barriers present in the
cornea, and an immunosuppressive intraocular environment [12]. This
immune-privilege means that donor corneas do not need to be matched to the
recipient, and topical immunosuppressive drug treatment can be sufficient for
recipients.

2 Corneal visual impairment, treatments, and surgical
techniques

2.1 Blindness and visual impairment

The WHO’s International Classification of Diseases (ICD-11, 2018)
defines a person as being blind if they have a visual acuity below 3/60,
above this, a person still presenting (with corrective lenses) a visual acuity



of 6/12 or less is considered visually impaired. Visual impairment is defined
in 3 levels: mild, moderate, and severe. In 2017, it was estimated by the
Vision Loss Expert Group that 36 million people are blind and 216.6 million
people suffer from moderate to severe visual impairment [13]. Poverty
remains the most prevalent cause of blindness and visual impairment due to
poor access to clean water, hygiene facilities, and primary healthcare
facilities, which the WHO is addressing through the SAFE program for
trachoma [14]. The WHO estimated in 2010 that 4% of visual impairments
are due to corneal opacification and scarring [15]. The standard treatment for
corneal opacity is a corneal transplant, also known as a corneal graft,
typically performed via a penetrating keratoplasty (PK) (see sect. 2.3).

2.2 Causes of blindness and visual impairments

A large number of diseases can result in blindness and visual
impairments, along with trauma. Keratoconous is one of the most prevalent
corneal diseases that lead to the need for corneal transplant. It is a gradual
thinning and weakening of the cornea which results in distortion of the cornea
into a cone shape, and hence, severely blurred vision. Fuch’s dystrophy, as
mentioned earlier, is associated with a deterioration of the corneal
endothelium, leading to loss its regulation of the ionic and hydration balance
in the cornea. This disrupts the electrostatic repulsions between fibrils, and
they become less ordered and absorb more light. Other diseases that can lead
to the need for transplants include chronic inflammation of the cornea
(chronic keratitis), and bullous keratopathy. Later stages of these diseases
can lead to blindness due to loss of refractive power, loss of corneal
transparency (corneal opacity), and/or corneal neovascularization, where
blood vessels grow over the cornea.

2.3 Corneal transplants

Corneal transplants are the most common and the oldest transplant
performed. Unlike other transplants, donor corneas do not need to be
matched to a patient in any way due to its immune-privilege, and they can be
stored for a long time after they are explanted from a donor, typically in a
national eye bank for up to 14 days. A survey carried out between 2012 and
2013 estimated that approximately 185,000 corneal transplants are



performed each year in 116 different countries, and that there are 12.7
million people on corneal transplant waiting lists, but only the needs of 1 in
70 are covered [16]. Countries vary in their cornea donation rates with
obvious legal, cultural, and ethical barriers impeding them. Corneal grafts
are internationally distributed, with the USA, Sri Lanka and Italy being net
exporters. Campaigns have been implemented in some countries to increase
the number of cornea donors. One such campaign in the Brazilian state of
Espirito Santo managed to eliminate the corneal transplant waiting list soon
after implementation in 2011, but was soon followed by an increase in the
waiting list showing the need for continued efforts to increase public
awareness of the need for organ donors [17]. However, awareness
campaigns alone are unlikely to solve the global donor shortage.

Penetrating Keratoplasty (PK) involves a resection of full thickness of the
patient’s cornea; a donor cornea is then implanted with sutures around the
periphery of the graft, as seen in figure 2. However, donor shortages lead to
long waiting lists and a decreased quality of life for patients. The initial
success rate of corneal transplants is relatively high in developed nations,
being at 85% after 2 years, but lower in developing countries like India,
where initial success rates are 69% [18]. The long term success at 10 and 15
years after transplantation is instead very similar being at 62% and 55%,
respectively [19], as reported in 2006 from a census of corneal transplant
recipients in Australia. A more recent study performed in Spain reports data
at 1, 5 and 10 years, which are very similar and specifically a 10-year
success rate of 65%. The leading cause of graft failure is graft rejection;
where the graft is recognised as foreign tissue and the patient’s immune
system responds to the graft. Immunosuppressive drugs and similar
treatments are administered to allo-/xeno-graft recipients to prevent graft
rejection, though in the case of a corneal graft these treatments can be
tailored to the risks that the patient presents, due to the severe side effects
and high mortality of patients on immunosuppressive drug treatment. The
second leading cause of corneal graft failure via PK is corneal endothelial
cell failure [19]. New surgical methods such as the deep anterior lamellar
keratoplasty (DALK) aim to eliminate this mode of failure by leaving a
patient’s healthy endothelium and Descemet’s Membrane intact.



Lamellar keratoplasties (LK) are a range of corneal surgical techniques
that have become increasingly popular and allow for the selective transplant
of parts of the cornea, so that only the pathological layers are resected [20].
LK’s have facilitated new treatments that have the potential to address the
donor shortage. The split-cornea transplantation has increased the number of
patients that may be treated with a single donor cornea, by, as the name
suggests, splitting the donor cornea so that one part may be used in a
Descemet’s membrane endothelial keratoplasty (DMEK) to replace a
defective posterior corneal layers, and the other part may be used in a deep
anterior lamellar keratoplasty (DALK) to replace a failing anterior layers
[21]. The same wealth of statistics are not available for LK surgeries due to
their relatively recent invention, however, several small studies have
concluded that particularly DALKs have a reduced risk of graft failure.

Keratoprotheses, or artificial corneas, have been developed but, rather than
addressing the donor shortage, they are only used in patients who have
experienced the rejection of a transplanted cornea or who are deemed
unsuitable for a transplant. The AlphaCor was one of such keratoprosthesis
made of a synthetic hydrogel which achieved clinical approval but was
discontinued after severe complications, such as corneal melt and corneal
neovascularization [22]. The Boston KPro is a widely used keratoprosthesis;
since receiving FDA approval in 1992, it has been continually improved and
it has increased the quality of life of many patients. However, it still usually
requires a donor cornea, out of which a central 3mm hole is trephined to
make room for a central PMMA button which is then held in place by a rear
plate [23]. Hence, keratoprosthesis are not intended to address the donor
shortage.

Fig. 2. Treatments for corneal dystrophies from left to right are a Boston
Keratoprosthesis, a PK corneal transplant exhibiting peripheral sutures



typically used in corneal transplants, and the biosynthetic stromal substitute
implanted using mattress sutures, [24]© BMJ Publishing Group Ltd., [25] ©
2013 Kang et al., and [26] © ARVO Journals 2016. All reprinted with
permission respectively.

2.4 Biosynthetic corneal substitute

The most promising potential treatment for corneal stroma replacement
has been the biosynthetic stromal substitute (BSS) from the research group of
May Griffith. The BSS is composed of recombinant human collagen type III
(RHCIII) produced by FibroGen using yeast (Pichia pastoris). The BSS are
produced, on ice, using a double syringe mixing system, where one syringe is
loaded with highly concentrated RHCIII 10-18% and the other syringe is
loaded with a concentrated MES buffer solution containing a cross-linker
EDC. The low temperature, high concentration of buffer, and relatively low
pH (~pH 5), is intended to form very small fibrils which absorb less light.
The syringe contents are mixed in a closed system in order to prevent bubble
formation and remain sterile, and is then deposited into a contact lens mould.
The result is an optically clear, dense collagenous construct similar in
appearance to a contact lens. Although it is not bioengineered, in that it is
never cultured before implantation, the BSS is composed of human collagen
on which corneal epithelial cells have been shown to proliferate and
keratocytes can remodel. The outcome of a 4-year clinical trial of 10 patients
suffering from keratoconus or corneal scarring and treated with biosynthetic
corneas via DALK, was published in 2014. It showed that no recipients of
the BSS experienced rejection. Immunosuppressive drugs were administered
to BSS recipients for the first 6-7 weeks while the sutures remained in place,
whereas donor cornea recipients underwent much longer periods of
immunosuppressive drug treatment. The company Fibro-Gen is currently
running preclinical testing of the BSS (FG-5200) in order to use them in
clinical trials in China.



Fig. 3. Optical Coherence Tomography (OCT) of the anterior cornea at 12,
24, 36, and 48 months post implantation for a BSS implant, a PK-type human
donor transplant, and a healthy cornea. The BSS can be seen to as the
anterior-most clear layer with some changes in appearance between
measurements due to different angles of measurement. The human donor
transplant appears thicker than the other cases, which is common. Arrows
indicate the locations of wound compression due to the presence of sutures
[11]. © Elsevier 2014

Given that the BSS is acellular, it must rely on the capability of the cells
remaining in the host cornea to populate the implant and remodel it. Bearing
in mind that patients eligible for keratoplasty do not have healthy corneas, the
capability of cells within their cornea to populate and remodel a biosynthetic
implant may be limited. Therefore, there is a need for a bioengineered cornea
with a healthy population of patient keratocytes or keratocyte-progenitors
present at the time of implant.

Due to the comparatively lower mechanical properties of the BSS, these
substitutes are implanted with mattress sutures, rather than peripheral sutures,
as is typically done with donor corneas and in DALK surgeries. This lead to
slower epithelium regeneration and some corneal thinning [27]. BSS
recipients were observed to have a significantly thinner central cornea, a
steeper corneal curvature and more irregularities than healthy corneas [11]
[26]. Therefore, a bioengineered cornea with superior mechanical strength
could improve the outcome. Further work by some of the authors involved in
the BSS stated the importance of shape customisation to minimise post-
operative ametropia (refractive errors, long and short sightedness) in



reference to biosynthetic corneas [28]. A bioengineered cornea with patient-
specific shape customisation could be achieved using bioprinting
technologies.

3 Bioprinting strategies for the cornea

The most likely strategy for the application of bioprinting in the treatment
of corneal visual impairments is the fabrication of a stromal substitute,
similar to the BSS. Such a stromal substitute should have suitable optical,
geometrical and mechanical properties to be considered. It should also have
sufficient glucose and oxygen permeability to sustain its population of cells
and prevent neovascularisation. A suitable stromal substitute should allow
nerve growth from the limbus over the cornea upon implantation to restore
the blink reflex. A healthy corneal epithelium is essential to the function
cornea-eyelid tribosystem, hence a bioprinted stromal substitute should
exhibit full epithelial cell coverage.

The most important optical properties are transmission (the opposite of
absorbance) and refractive index. As with all materials, transmission of the
cornea varies by wavelength. It absorbs particularly in the lower
wavelengths of visible light at 400-450 nm, where it reaches a minimum
transmission of ~85%. The refractive index of the cornea is reported as
1.3375 [29]. The cornea’s in vivo mechanical properties are normally
reported in terms of corneal hysteresis (CH) and corneal resistance factor
(CRH), however these are difficult to relate to an elastic modulus for
material selection. In vitro measurements of the cornea have yielded a tensile
strength of 3.8 MPa, and elastic moduli of 3-13 MPa [30]. In terms of
geometry, as mentioned earlier the cornea is a, slightly oblate, hollow
spheroid cap with a central cornea thickness of 550µm and anterior surface
radius of curvature of 7.7 mm. Corneal transplants via DALK usually
measure 10 mm in diameter and 500-550 µm in thickness, though this varies
between donor and patient requirements. Therefore, a bioprinted corneal
substitute, in terms of pure geometry, would be a shelled spherical cap with
an anterior spherical radius of 7.7mm, a width of 10mm, a height of 1.8mm,
and a shell thickness of around 500 µm (Fout! Verwijzingsbron niet
gevonden.).

A major engineering challenge of printing a corneal substitute is the
surface roughness of the printed construct. The typical method for producing



the printer toolpaths, “slicing”, is likely to exacerbate these problems and
much of the mechanics of the structure would be dependent on the bonds
between layers, which are typically the weakest part of a 3D printed
structure. Laser-ablated porcine corneas, which are rougher than the
untreated corneas due to ablation, have been reported to have a surface
roughness of 150-250 nm RMS [31]. This level of roughness would be very
difficult to achieve with any printing method without some form of post-print
processing. However, the epithelial cell layer, which would likely be
expected to proliferate on the anterior surface of a bioprinted corneal
substitute after implantation, is capable of compensating for some level of
roughness. A rougher anterior surface can also be compensated for, after
implantation, using contact lenses. This method was applied to patients who
received May Griffith’s RHCIII biosynthetic corneas in their 4-year clinical
trial [11].

3.1 Examples of bioprinted corneas

Corneal stroma substitutes have been bioprinted using extrusion-based
bioprinting (EBB, explained in the An Introduction to Tissue Engineering &
Bio printing chapter) methods with limited success. In one study the construct
only supported itself for one day when keratocytes were present
[32].Another attempt printed a scaled-up version of the cornea with a larger
diameter using a micro-extrusion bioprinter programmed to deposit material
more like a drop-on-demand printer with no continuous lines, and survived
for up to 7 days in culture when the experiment was ended [33]. In both cases
keratocytes were deposited with high cell viability, however, the materials
applied at their respective concentrations in the both inks could not be
expected to reach the desired mechanical and optical properties of a stromal
substitute. The print resolution in both cases was >= 200µm which inevitably
led to the anterior surface of the construct appearing quite rough. Most EBB
methods struggle to achieve print-lines below 200µm, which is problematic
for print resolution and surface roughness. Higher print resolution is
possible, though it usually depends on the EBB system being used, the
material being extruded, and whether cells are present in the ink. Silk fibroin,
which has similar properties to collagen, has been printed with print lines of
5µm in diameter at high concentrations 28-30% w/v, though it is not clear if
this would have sufficient optical properties for a bioprinted cornea [34].



Different EBB systems also offer different levels of control in terms of
extrusion parameters (e.g. extrusion pressure, print speed, nozzle diameter
and shape, etc.) and environmental factors (active cooling and/or heating of
nozzle and of substrate), which have a major influence over ink rheology. For
example, nozzles can clog due to inconsistencies in the ink (a folded protein
or undissolved particle), due to the build-up of dehydrated material at the
nozzle, or, when working with thermo-responsive materials, due to different
temperatures within the nozzle. Generally, EBB cell printing requires much
larger nozzles to avoid clogging, and to reduce the shear forces imparted on
the cells as they flow through the nozzle. However, cell seeding can be
performed in vitro post print, and the work of May Griffith has also shown
how an acellular scaffold can recruit keratocytes upon implantation.

To date there is one example of a light-based bioprinting (LBB, also
explained in the “An Introduction to Tissue Engineering & Bio printing”
chapter) corneal substitute; a stromal substitute bioprinted using digital light
processing, DLP. Mahdavi et al. used methacrylated gelatin and the
photoinitiator, Eosin Y, to encapsulate keratocytes. The constructs appear
cornea-shaped and were robust enough to be held with a tweezers out of
solution. The constructs were stable for up to 28 days in culture, however,
unfortunately, the constructs did not exhibit high transmissibility [35]. DLP
has been used to print methacrylated silk fibroin, which could potentially be
applied to corneal bioprinting but the mechanical properties of the resultant
gel would need to be improved [36]. At the time of writing this piece there
were no example of 2-photon polymerisation (2PP) corneal substitutes,
however given its resolution, it has potential for great impact in bioprinted
corneal substitutes. The LBB methods, stereolithography, DLP, and 2PP, all
have potential for bioprinting corneal substitutes and could potentially
achieve higher print resolution and lower surface roughness than EBB
methods

3.2 Novel bioprinting strategies for the cornea

A novel method of bioprinting, aerosol jet printing (AJP®, Optomec
Inc.), is currently being investigated by the authors of this work for
application in corneal substitutes. AJP was originally developed for printing
electrically conductive inks for printed electronics, and despite being a
complicated process that can be difficult to control, it has some advantages



over the more common inkjet printing in terms of accuracy and its range of
suitable inks and substrates. AJP has been investigated for the deposition of
biomaterials several times in the context of functionalised surfaces and
biosensors, but AJP has not been investigated for the purposes of scaffold
fabrication. However, there are aspects of the AJP process and the nature of
the deposited material that make it suited to some areas of biofabrication.

AJP forms an aerosol from an ink using either ultrasonic agitation or high
velocity pneumatic flow. The aerosolised ink then becomes entrained in a
flow of a carrier gas, usually an inert gas like nitrogen, which brings the
aerosol to a nozzle where a coaxial gas flow (sheath gas) collimates the
aerosol flow and prevents the aerosol from making contact with the walls of
the nozzle. As the nozzle diameter decreases towards the end of the nozzle
(orifice diameter of 100-300 µm), the aerosol accelerates exiting the nozzle
at speed until it reaches the print substrate where the aerosol droplets
coalesce. Since the aerosol is separated from the nozzle walls by the sheath
gas, the resultant print lines can be as little as 10% of the nozzle diameter,
i.e. 10 µm lines can be printed with a 100 µm nozzle. The flow of the carrier
gas, and sheath gas are precisely controlled using mass flow controllers
(MFCs,) which along with the print speed, allow the user to control the
diameter of the print lines, though this often must be calibrated for each ink.
Due to the inert gas in the carrier and sheath gas flows being dry, and the high
surface area to volume ratio of the aerosol droplets, much of the solvent in
the ink evaporates from the aerosol droplets very quickly. Solvent
evaporation continues at a similar rate on the print substrate due to the small
size of the print lines typically achieved with AJP, and the print bed can be
heated to enhance evaporation. AJP also has the advantage that the distance
between the print nozzle and the substrate (stand-off distance) can be much
higher compared to other printing methods, due to the fact that the ink is
accelerated toward the substrate and the sheath gas continues to collimate the
aerosol for around 5 mm after exiting the nozzle. The recommended standoff
distance is then 1-5 mm, which allows for printing on rough and curved
surfaces.



Fig. 4. Schematic of an ultrasonic aerosol jet printing system. Aerodynamic
focusing collimates the aerosol into a dense stream of aerosol. Aerosol
droplets of 1-5µm in diameter coalesce into a film on the substrate. Adapted
with permission from [37] ©2017 IOP Publishing Ltd

The deposited material is quite different from other bioprinting methods as
the print lines have a very low aspect ratio with a width of around 20 µm but
a thickness of ~0.2 µm. The thickness of the print lines can change with the
loading of the ink, the print speed, and by using relative gas flow rates to dry
out the ink quicker so that the ink does not get the chance to flow/spread on
the substrate. However, these techniques may not be possible for the ink, or
the application, and may only deliver a maximum thickness of around 2 µm.
Therefore, AJP is a slow process for building thick clinically relevant
scaffolds for biofabrication, however, it possesses a similar z-resolution to
the lamellar structure of the cornea, discussed in Section 1. The deposited
collagen, although dry, has an inherent acidity from the acidic collagen
solution. The printed material is stabilised in a neutralizing buffer developed
to slowly neutralize the collagen and to prevent re-solubilisation and the
subsequent formation of fibrils. EDC/NHS crosslinking is often performed
during the neutralization (EDC, N-(3-Dimethylaminopropyl)-N′-
ethylcarbodiimide, along with NHS, N-hydroxysuccinimide). The printed
scaffolds are then washed several times in phosphate buffered saline (PBS).

Cells are highly unlikely to survive this printing process, as even if they
survive the mechanical stresses of atomization they would also have to



survive likely dehydration, therefore AJP would only be considered as a
method for bioprinting scaffolds for cell seeding. Due to the evaporation of
much of the ink’s solvent, the deposited material is much denser and stiffer
than other bioprinting methods. This may lead to a construct that is too dense
and stiff for cell culture, however, the high print resolution of AJP allows for
the creation of very small pores divided by dense stiff hydrogel strands that
can be designed not to exceed the oxygen diffusion limit.

We have previously reported with our collaborators at the University of
Antwerp, on the AJP of collagen for corneal TE, and the use of AJP collagen
films, ~87µm thick, as a substrate for keratocytes [38]. AJP has since been
used to print recombinant human collagen type III scaffolds with lowest
average transparency of 89% at 405 nm, an average refractive index of
1.34625, an average elastic modulus of 0.5 MPa, and a thickness of ~500
µm. Curved collagen scaffolds may yet be produced using AJP. However,
there remains much work to be done to characterise any adverse effects
imparted on the collagen due to the mechanical processes involved in
aerosolisation of the collagen ink.

Fig. 5. A 4.5mm in diameter, and ~800 layers thick, AJP RHCIII sample
imaged under a microscope immediately after printing, when dry, with print-
lines of 60 µm, and a sample from the same set after the scaffold was washed
in neutralizing buffer and detached from its substrate using a corneal scalpel.

4 Discussion & Conclusion



The cornea is an ideal tissue for the application of bioprinting, however the
materials used in existing attempts at bioprinted corneas are mostly selected
because of their printability rather than their suitability for the application.
Optical and mechanical properties are unlikely to be met using the popular
bioprinting hydrogels, gelatin and alginate, and collagen must gelate under
specific conditions to prevent the formation of large light-absorbent fibrils.
However, these existing bioprinted cornea attempt did show that keratocytes
can be bioprinted and may yet find an application as a high throughput cornea
model. The low resolution of AJP appears to allow collagen to be printed
with high transparency, but a curved, cornea-shaped construct has yet to be
produced. The BSS is an exciting prospect as biosynthetic alternative to
corneal transplant, and whether successful or not the need remains for a
bioengineered cornea with a healthy population of keratocytes, corneal
epithelial cells, or other corneal cells. For the immediate future, the results
of the awareness campaign mentioned in Espirito Santo, Brazil should
inspire national health organisations to increase their efforts to spread public
awareness of the need for donor corneas and how they can improve the
quality of life of the recipients.
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Abstract. For the development of biomechanics, biology, bioengineering, and medicine, including for the
purpose of creating substitutes for tissues and organs (implants and prostheses), it is important to know
the mechanical properties of living tissues and biomaterials and methods for their determination. This
chapter briefly lists the types of living tissues, biomaterials and reviewed their mechanical properties and
methods for their determination. Such types of biomaterials as Metallic biomaterials, Ceramics,
Polymers as biomaterials, Composites, Nanomaterials and Fabric Engineering are considered.

The main types of deformations that human living tissues undergo are considered, these are
stretching-compression, shear, torsion and bending. The basic concepts of normal and shear stress are
revealed. Hooke's law is given and the elastic constants of an isotropic material are described – Young's
modulus, shear modulus, Poisson's ratio. The classical methods of mechanical testing and determination
of mechanical properties are described: tensile and compressive strength, stiffness, stability, hardness.
The tensile diagram in the coordinates of deformation-stress is considered and the concepts of
characteristics strength are given. The values of the ultimate compressive strength, Young's modulus
and Brinell hardness of a number of living tissues of the human body are given. Some questions of
tribology of joints are stated, in particular, the concepts of friction in joints, the phenomenon of metallosis
and features of tribological tests of endoprostheses are disclosed. Examples of test equipment are
provided.

Keywords : living tissues, biomaterials, implants, mechanical tests, material properties, types of
deformations, testing machines
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The main feature of modern society is the growing interest in increasing the
quality and duration of human life. Achieving this goal involves, in
particular, the creation of materials for artificial organs and tissues. Over the
past 30 years, more than 40 different materials (ceramics, metals, polymers,
composites, etc.) have been used to treat, restore, and replace more than 40
different parts of the human body, including skin, muscle tissue, blood
vessels, nerve fibers, and bone tissue. The field of biomaterials is a
pronounced interdisciplinary field in which the achievements of chemistry,
physics, medicine, biotechnology, metallurgy, and electronics are used.

According to the decision of the congress of the European Society for
Biomaterials (European Society for Biomaterials), adopted back in 1987,
biomaterials should be called "non-living materials used in medical devices
and designed to interact with living systems."

In 2012, the authoritative IUPAC gave a slightly broader interpretation of
the term – the International Union of Chemists recommended calling them
“materials used in contact with living tissues”.

When creating and using biomaterials, it is important to know their
properties in comparison with the properties of replaceable living tissues.
The topic itself is very extensive and we will not consider all its aspects, but
restrict ourselves to considering the mechanical properties and methods for
their determination.

1 Types of living tissues

To begin with, very briefly recall the main types of living human tissues. In
total, four types of tissues are distinguished [1]: epithelial, connective
(including blood and lymph), muscle and nervous.

Epithelial (integumentary) tissue, or epithelium, is a boundary layer of
cells that lines the integument of the body, mucous membranes of all internal
organs and cavities, and also forms the basis of many glands. Epithelium
includes the surface of the skin, mouth, oesophagus, alveoli, respiratory tract,
etc.

The most interesting for us is the connective tissue, which consists of
cells, intercellular substance, and connective tissue fibers. It consists of
bones, cartilage, tendons, ligaments, blood, fat, it is in all organs (loose
connective tissue) in the form of the socalled stroma (frame) of organs.



In contrast to epithelial tissue, in all types of connective tissue (except
adipose), the intercellular substance predominates over the cells in volume,
i.e., the intercellular substance is very well expressed. The chemical
composition and physical properties of the intercellular substance are very
diverse in various types of connective tissue.

In dense fibrous connective tissue (tendons of muscles, ligaments of
joints) fibrous structures predominate, it experiences significant mechanical
stress.

The bone tissue that forms the bones of the skeleton is very durable. It
maintains the body shape (constitution) and protects organs located in the
cranium, chest and pelvic cavities, participates in mineral metabolism. The
tissue consists of cells (osteocytes) and the intercellular substance, in which
the nutrient channels with blood vessels are located. The intercellular
substance contains up to 70% of mineral salts (calcium, phosphorus, and
magnesium).

Cartilage tissue consists of cells (chondrocytes) and intercellular
substance (cartilage matrix), characterized by increased elasticity. It
performs a supporting function, as it forms the bulk of the cartilage.

Nerve tissue consists of two types of cells: nerve (neurons) and glial.
Two types of muscle tissue are distinguished: smooth (unstriated) and

striated (striated).

2 The main types of biomaterials.

2.1 Key Terms

A biomaterial is a non-viable material designed to come into contact with
living tissue to perform biomedical functions. The biomaterial must be
biocompatible and may be biodegradable.

An implant is a biomaterial product that performs (replaces) a certain
structural and functional load of living tissue or organ.

Biodegradation is the process of decomposition of non-viable materials
in contact with living tissues, cells and biological fluids.

Biocompatible materials and devices – act or function harmoniously and
in concert when in the body or contact with body fluids, without causing
diseases or painful reactions.



Bioactive materials (BAM) – materials designed to bind them to
biological systems to increase the effectiveness of treatment, formation or
replacement of any tissue, organ when performing certain body functions.
Currently, there are 5 main categories among the BAM family: 1) calcium
phosphate ceramics; 2) glass and glass-ceramics; 3) bioactive polymers; 4)
bioactive gels; 5) composites.

Bioinert materials – the conditional release of inanimate materials that
interact weakly with biological structures and liquids.

Medical materials include:

— non-viable polymer, ceramic, metal, carbon, textile, glass and other
materials and their composites;

— biological materials (transplants);
— rubbers, latexes, papers, dyes, varnishes, enamels, adhesives and other

materials used for the manufacturing of medical devices.

2.2 Types of Biomaterials [2]

There are several important areas for the use of biomaterials:

— materials used to create implants and endoprostheses used in
cardiovascular, bone surgery, ophthalmology, dental technology, when
replacing soft tissues, etc.;

— materials used to create systems with biological activity;
— materials used in bioengineering technologies (cellular, tissue and gene);
— materials used to create separation systems;
— materials for biochemical methods of analysis and synthesis;
— materials used to obtain systems with enzymatic activity;
— materials used to create products that are not in direct contact with blood

and lymph, such as contact lenses and devices for external
osteosynthesis;

— biodegradable materials.

Metallic biomaterials
Currently, over 500 alloys are used in dentistry and surgery. According to
International standards (ISO, 1989) all metal alloys are divided into the



following groups:

— alloys of precious metals based on gold;
— alloys of precious metals containing 25-50% of gold or platinum, or

other precious metals;
— alloys of base metals;
— alloys for cermet structures:

• with a high gold content (> 75%);
• with a high content of noble metals (gold and platinum or gold and

palladium >75%);
• based on palladium (more than 50%);
• based on base metals: based on cobalt (+ chromium > 25%,

molybdenum > 2%);
• nickel-based (+ chromium > 11%, molybdenum > 2%).

Base metal alloys include: chromium-nickel (stainless) steel; cobalt-chrome
alloy; nickel-chromium alloy; cobalt-chromium-molybdenum alloy; titanium
alloys; alloys of aluminium and bronze.

Ceramics
Bioceramics should have certain chemical properties (the absence of
undesirable chemical reactions with tissues and interstitial fluids, the
absence of corrosion), mechanical characteristics (strength, crack resistance,
delayed fracture resistance, wear resistance), biological properties (lack of
reactions from the immune system, fusion with bone tissue, stimulation of
osteosynthesis).

By the nature of the body's response to the implant, biomaterials are
classified as follows: 1) toxic (if the surrounding tissue dies upon contact) -
most metals; 2) bioinert (non-toxic, but biologically inactive) - ceramics
based on Al2O3, ZrO2; 3) bioactive (non-toxic, biologically active, fused
with bone tissue) - composite materials such as biopolymer / calcium
phosphate, ceramics based on calcium phosphates, bio-glass.

Polymers as biomaterials
Polymeric biomaterials are often obtained by targeted modification of well-
known polymers based on silicone rubber, polyacrylamide, polysiloxanes,
polyester urethane, polymer-ceramic materials, etc.



Composites, Nanomaterials and Fabric Engineering
Composites are construction materials, they are constructed from two, three
or more materials with different properties and reliably connected to each
other to ensure the operation of the resulting system as a whole.

Nanomaterials can be divided into three main groups: raw materials;
nanostructured materials; nanotubes and fullerene.

Biocomposites consist of a biodegradable polymer as a matrix and,
usually, biofibers as reinforcing elements. Natural fibers are divided into
plants, animals, and minerals. Typically, plant fibers are lignocellulosic and
are composed of cellulose, hemicellulose, and lignin (flax, jute, sisal, and
kenaf). Natural fibers of animal origin are made up of protein, such as wool,
cobwebs, and silkworm silk.

Tissue engineering is an area of research whose goal is to replace or
restore the anatomical structure and functions of damaged or missing tissue.
One of the most widely studied aspects of tissue engineering is the design of
a polymer framework (matrix) of elements with special mechanical and
biological properties similar to those of an extracellular matrix. The success
of the use of matrices in tissue engineering is determined by the properties of
the material created by solving the problems of optimizing mechanical,
chemical and geometric properties for effective functioning at macroscopic
and microscopic levels.

3 Mechanical tests and material properties

3.1 The main types of deformations.

Under the action of the loads, the bodies are deformed, i.e., their shape and
size can vary [3]. Deformations are elastic, that is, those that disappear after
the cessation of the forces that caused them, and plastic, or residual, that do
not disappear.

Deformations can be very complex, but these complex deformations can
always be represented as consisting of a small number of basic types of
deformations.

The main types of deformations are:
The extension (Fig. 1, a) or compression (Fig. 1, b). Stretching or

compression occurs, for example, in the case when oppositely directed



(1)

(2)

forces are applied to the rod along its axis.

Fig. 1. Extension (a) or compression (b).

The change Δl in the initial length l of the rod is called absolute elongation
in tension and absolute shortening in compression. The ratio of absolute
elongation (shortening) Δl to the initial length l of the rod is called relative
elongation along the length l and denote ε

Shear (Fig. 2). Shear occurs when external forces displace two parallel
planar sections of the rod relative to one another at a constant distance
between them.

Fig. 2. Shear

The magnitude of the offset Δs is called the absolute offset. The ratio of the
absolute shift to the distance a between the shifting planes is called the
relative shift. Due to the smallness of the angle Ү during elastic deformations,
its tangent is taken equal to the skew angle of the element under
consideration. Therefore, the relative shift



(3)

Torsion (Fig. 3). Torsion occurs when external forces act on the rod, forming
a moment relative to the axis of the rod.

Fig. 3. Torsion

Torsion deformation is accompanied by a rotation of the cross-sections of the
rod relative to each other around its axis. The angle of rotation of one section
of the rod relative to another, located at a distance l, is called the angle of
twist on the length l . The ratio of the twist angle φ to the length l is called the
relative twist angle:

Bending (Fig. 4). Bending deformation consists in curving the axis of a
straight bar or in changing the curvature of a curved bar.

Fig. 4. Bending



(4)

(5)

(6)

(7)

(8)

3.2 Stresses. Hooke's Law.

The value of σ, which characterizes the intensity of the distribution of
internal forces over the cross-section, is called normal stress:

where N is the force acting along the axis, S is the cross-sectional area.
The force Q perpendicular to the axis leads to shear stresses:

The stress according to the International System of Units is measured in
pascals (Pa; 1Pa=N/m2), in practice, megapascals are often used (1 MPa=1
N/mm2).

Hooke's Law. In 1660, the English scientist R. Hook formulated a law
that defines a linear relationship between stress and strain:

for stretching (compression)

σ = E ε

for shift

τ =G ϒ

where E is the elastic modulus of the first kind (Young's modulus (Table 1)
or longitudinal modulus), G is the shear modulus [4]. For most materials, G =
0.4E.

The ratio of the relative transverse compression δ to the relative
longitudinal tension ε is determined through the Poisson's ratio ν by the
dependence:

δ =- ν ε.

Table 1. Elastic modulus (Young's modulus) of some materials

Material Young's modulus E, Pa



Elastin 105-106

Collagen 107-108

Erythrocyte membrane 4·107

Smooth muscle cells 104

Muscle alone 9·105

Bone 2·109

Tendon 1.6·108

Nerve 18.5·106

Vein 8.5·105

Artery 5·104

Wood 12·109

Rubber 5·106

Steel 2·1011

Glass 7·1010

However, many biomaterials react as hyperelastic materials, so Hooke’s
law does not comply. The full version of Hooke’s law should be used.
Hooke's Law can be applied to isotropic material undergoing three
dimensional stress (Fig. 5.).

Fig. 5. Stress Directions in 3D (τxy = τyx, τyz = τzy, τxz = τzx)

The final equations are summarized in the table 2 below.



Table 2. Elastic modulus (Young's modulus) of some materials

In continuum mechanics, the finite strain theory — also called large strain
theory, or large deformation theory — deals with deformations in which
strains and/or rotations are large enough to invalidate assumptions inherent in
infinitesimal strain theory. In this case, the undeformed and deformed
configurations of the continuum are significantly different, requiring a clear
distinction between them. This is commonly the case with elastomers,
plastically-deforming materials and other fluids and biological soft tissue
[5].
Ronald Rivlin and Melvin Mooney developed the first hyperelastic models,
the Neo-Hookean and Mooney–Rivlin solids. Many other hyperelastic
models have since been developed. Other widely used hyperelastic material
models include the Ogden model and the Arruda–Boyce model. A
hyperelastic or Green elastic material is a type of constitutive model for
ideally elastic material for which the stress–strain relationship derives from
a strain energy density function. The hyperelastic material is a special case
of a Cauchy elastic material [6, 7].

3.3 The study of the mechanical properties of biological
tissues and implants

All structures of the human body and implants have the structural design
necessary to fulfill the functional purpose and protection from external
influences.

The change in the volume of solid implants is taken into account only
with volume compression. In other cases, they suggest a constant volume. For



example, the elongation of a structural element under tension leads to a
decrease in its cross-section [8].

A deformation is considered elastic if it disappears after eliminating the
force causing it. Otherwise, the deformation is called residual. Elasticity is
the property of the body to exhibit elastic deformation. Plasticity is the
property of the body to exhibit permanent deformation. The greater the
elongation of the body at the break, the more ductile the material. The
opposite of ductility is fragility. Fragility – the ability of a material to fail
without the formation of noticeable residual deformations. For brittle
materials, the elongation at break does not exceed 2-5% and is sometimes
measured in fractions of a percent.

If the forces acting on a solid body are large enough, then, after passing a
certain stage of deformation, the body loses its integrity – breaks up into
separate parts – collapses. Destruction can last from fractions of a second to
many years in the case of “long-term destruction”. The property of a solid to
resist fracture is called strength.

Rigidity - the body's ability to resist the formation of deformations.
Stability - its ability to withstand influences seeking to bring it out of its

original state of equilibrium.
All solids to one degree or another have the properties of strength and

stiffness, that is, they are capable of perceiving, within certain limits, the
influence of internal forces without breaking down and without substantially
changing their geometric dimensions.

To study the mechanical properties of materials, many different types of
tests have been developed. The main and most common tests, in which it is
possible to obtain the most important mechanical characteristics of the
material, are tensile and compression tests.

A general view of the tensile testing machine Smart Tensor UIT STM 010
is shown in Fig. 6. The machine has a maximum breaking strength of 1 ton
and was used for testing.

Testing of medical samples is also performed on static and dynamic
testing machines. Natural biomaterials are subjected to multiaxial loads,
which can be applied and measured using suitable testing machines. Static
testing machines are specially designed for tensile, compression, bending,
shear and torsion tests, brilliantly solving complex problems in the field of
testing materials and finished products. These include: universal testing



machines; fatigue testing systems / creep testing machines; torsion testing
machines, biaxial testing machines, deep drawing testing machines [9].

Recently, robotic and automated testing systems have been used to
efficiently perform many important tests.

Medical specimens were cut from a blood transfusion bottle, a rubber
transfusion tube and a blood storage container.

Fig. 6. Laboratory testing of tissues and biomaterials using Smart Tensor UIT
STM 010 and sample from a rubber-plastic tube

A rubber transfusion tube sample with an outer diameter of 3.8 mm and a
wall thickness of 0.15 mm had a length of 100 mm, the distance between the
jaws of the testing machine was 60 mm. Tensile elongation to rupture was
196.27%. A sample from a blood storage container had dimensions: length
110 mm, width 11.5 mm, thickness 0.5 mm. Tensile elongation to rupture was
184.38%. The tensile diagrams of the samples are shown in Fig. 7.



Fig. 7. Tensile diagrams of a - samples fragment of a rubber-plastic tube for
blood transfusion; b - sample fragment of a container for storing blood

Ultimate tensile strength (UTS), often shortened to tensile strength (TS),
ultimate strength, or Ftu within equations, is the maximum stress that a
material can withstand while being stretched or pulled before breaking. In
brittle materials, the ultimate tensile strength is close to the yield point,
whereas in ductile materials the ultimate tensile strength can be higher.

The ultimate tensile strength is usually found by performing a tensile test
and recording the engineering stress versus strain. The highest point of the
stress-strain curve is the ultimate tensile strength and has units of stress.

Tensile strengths are rarely used in the design of ductile members, but
they are important in brittle members. They are tabulated for common
materials such as alloys, composite materials, ceramics, plastics, and wood.

In the Table 3 shows the strength characteristics of various tissues [4].
The viscosity of solids is the property of solids to irreversibly absorb

energy during plastic deformation.
The behaviour of real bodies can be modelled using various

combinations of viscous and elastic elements.
The change in strain overtime at constant load is called creep.



The aftereffect of the material can also manifest itself in the form of
stress relaxation. If in the test sample to create some deformation and leave it
unchanged in time, then as a result of plastic flow, the stress will decrease.
This is due to the fact that plastic deformation increases over time. Since the
total strain, consisting of elastic and plastic deformation, is constant, an
increase in plastic deformation leads to a decrease in elastic deformation
and, consequently, to a decrease in stresses in the sample material. Stress
reduction over time with constant deformation - stress relaxation.

Table 3. Strength characteristics of various fabrics

Type of fabric The limit of compressive strength,
MPa

Solid bone 147
Mineral component 44
Protein component 0.1
Enamel 34—45
Dentine 20
Edge 1—4
Vertebra 7
Spongy femur 68
Ligaments of large joints 10—16
Skin (belly) 17—36

Fibrous materials are capable of absorbing greater loads under tension
than under compression.

A great influence on the manifestation of the properties of ductility and
brittleness has a loading time. With rapid loading, the property of brittleness
manifests itself more sharply, and with prolonged exposure to the load, the
property of ductility.

During the destruction, external forces lead to micro- and macrodamage
in the material. The process of damage accumulation is divided into two
stages: structural changes at the micro-level, which are scattered in large
quantities throughout the structural element and the development of structural
damage to cracks. A crack is a crack with a variable surface.



The crack nucleation and its growth lead to a change in the structural
qualities of the deformable body and may destroy the body.

Below, for example, the lesions characteristic of long tubular bones are
considered. The destruction of such bones can be considered as the
destruction of the rod when exposed to loads in the longitudinal or transverse
directions.

Longitudinal loads (compression) occur, for example, when an
outstretched arm falls on a hand, on a hand bent at the elbow joint or on a
bent knee. In sports practice, bones are often damaged due to their bending
under the influence of external influences. The zone of the onset of the
destruction of the diaphysis of the long tubular bone during bending is
located on the convex side (Fig. 8) of the arc, where the highest tensile stress
values are concentrated [10].

Dynamic tests are tests in which the load is applied by impact at high
speed. The rate of load application in these tests is significantly higher than
in static tests.

To assess the resistance of materials to dynamic loads, shock bending
tests are carried out using a pendulum ram.

In the process of fatigue tests, the fatigue limit is determined - the greatest
stress at which the sample does not break at a given number of load changes.

Hardness is the property of a material to resist contact deformation or
brittle fracture when an indenter is embedded in a surface.

Static hardness testing methods for indenter indentation have received the
greatest application in technology: the Brinell method, the Vickers method,
and the Rockwell method. In the Brinell hardness test, a ball of diameter D is
pressed into the surface of the material under the influence of load P, and
after the load is removed, the indentation diameter d is measured. The
Brinell hardness number HB is calculated as the ratio of the load P to the
surface area of the spherical imprint M:



(9)

Fig. 8. Mechanisms of fractures of long tubular bones a - power distribution
of stresses in the moment of formation of fracture;b - formation of a
membrane-free fracture;c - fragmentation fracture.

In the Table 4 shows the values of hardness for tissues of the jaw bones and
teeth [4].

Table 4. Brinell hardness for tissues of the jaw bones and teeth

Plot Test tissue Hardness HB, 104 Nm-

2

Upper jaw Compact substance 444
(side section) Sponge trabeculae 452

Lower jaw Compact substance 458
(side section) Sponge trabeculae 457

Enamel Incisors, fangs,
premolars, molars

3776

Dentine Incisors, fangs 726

Some examples of mechanical tests.



Load test of the human femur with installed strain gauges (DMS). The
purpose of the test (Fig. 9) was to determine the extent to which the
implanted endoprosthesis strengthens the bone, creating the so-called load
protection effect. To do this, the human femur was installed in a 20 kN Zwick
AllroundLine test machine. Horizontal mounting with a spherical cushion
was supposed to exclude the impact of transverse forces arising. Then the
femoral head was subjected to axial loading. DMS were glued onto the
surface of the bone to compare the tension of the surface of the femur before
and after implantation of the prosthesis [9].

Fig. 9. Test under the load of the human femur [9]

Bent sheep test (Fig. 10). To determine to bend stiffness after fracture
treatment, a 3-point bend test of sheep bones was developed. For this, the
ends of the bone that have healed after a fracture are fixed in the fixtures (or
poured). The load is applied using a 0.5 kN zwicki Line bench test machine.
The capture is designed so that it is possible to rotate the bone by a certain
angular degree. Due to this, it is possible to determine the stiffness in
bending around the entire circumference of the bone. The resulting
characteristics are used in FEM modelling of bone fracture healing [9].



Fig. 10. Sheep bending test [9]

Comprehensive mechanical tests are widely used to create advanced
materials. In recent years, new natural and synthetic materials have been
discovered for use in tissue engineering. Many researchers have
demonstrated the possibility of using nanostructured materials, such as
nanoapatite, nanoclay and nanofibers (based on polymers or carbon
nanotubes), to increase the mechanical strength and thermal stability of
biopolymers from which artificial joints are made. Tissue engineering is
extremely actively using the achievements of modern science to recreate and
initiate the growth of living tissue [11].

3.4 Friction and lubrication in the joints. Tribology.

Friction is important for joint function. Of great importance are developments
related to the creation of artificial human organs, in which the problems of
tribology play a paramount role [2].

It should be noted that the skeleton of the human body is formed by
separate mobile and motionless bones, the total number of which is more
than 200, and 148 of them are mobile. From a mechanical point of view, the
joint can be represented (modelled) by some "sliding bearing", which is
lubricated with synovial fluid, and the role of contact surfaces in it is played
by hyaline cartilage.

When measuring the quantitative parameters of friction in joints, an
experimental method is used, called the "physical pendulum method". The
bone link connected by the appropriate joint is allowed to perform free



vibrations like a pendulum. Then, according to nature and decay time of bone
link oscillations, the parameters of friction in the joint are quantified. On
average, the coefficient of friction in the joints is a value that takes on a value
from 0.003 to 0.02, which primarily depends on the specific connection of
the bone link in the joint and on the physiological characteristics of the
person. It should be noted that intense movement increases the amount of
synovial fluid in the joints, and therefore reduces inter-articular friction and
improves mobility.

As for artificial joints, this is a rather complex device, which also
contains lubricating fluid, as in natural joints (Fig. 11) [12].

Fig. 11. Knee endoprosthesis [12]

In the era of endoprosthetics, the previously unknown term metallosis
appeared, which means the intensive clogging of soft tissues with
endoprosthesis wear products. Metallosis and endoprosthesis instability
have become synonymous, and aseptic inflammation and metallosis have
become inseparable companions. Therefore, the study of friction pairs of
endoprostheses is especially relevant. For this, in addition to the pendulum
method mentioned above, other methods are also used. Tribological tests of
friction pairs of materials can be carried out according to the scheme of
rotational friction with contact geometry of the "ball-on-disk" type.

Currently, there is an acute shortage of techniques to objectively assess
the quality level of endoprostheses. With a large abundance of various types
of endoprostheses, the absence of such information leads to the penetration of



poor-quality products into clinical practice and subjectivity in the choice of
endoprostheses by surgeons.

The availability of objective technical information on the work of the
joint endoprosthesis in the body will allow surgical operators and patients to
get an idea about the future fate of the operated joint.

Therefore, the interstate standard “Implants for surgery, replacement of a
joint with a total endoprosthesis, was developed and used since 2015 [13].
The standard allows you to quickly and completely objectively determine the
quality of the friction unit, interpret the cause of implant failure during the
examination of negative cases of endoprosthesis use, and compare the
performance of various endoprostheses during product certification. The
standard gives specialists a technique for evaluating friction nodes, which
allows for the development or selection of hip joint endoprostheses that
guarantee their operation for the first 10 years after implantation.

As the equipment used is a testing machine capable of generating
rotational movements and detecting the torque arising from friction during
rotation of the head in the cup during the test. The force sensor provides a
measurement of the axial load of the force in the range from 0 to 5 kN with an
accuracy of ± 1%. The torque sensor provides registration of the torque force
in the range from 0 to 10 Nm with an accuracy of ± 1%. The recording
device provides a record of information obtained as a result of the test with
an accuracy of ± 1%.

The layout of the test samples in the test machine is shown in Figure 12.

Fig. 12. - Installation diagram of the head and bowl of the endoprosthesis for
testing:1 - a device for installing the head; 2 - the head of the endoprosthesis;

3 - a bowl.



The friction assembly is assembled following Figure 12 and tests are
performed. Provide loading of the friction unit with a force of 2250 N at a
speed of 1 mm/min. To test the friction units made using polymeric materials,
it is recommended to preload the friction unit with a force of 3000 N at a
speed of 1 mm/min, and then start the torsion test at the moment when the
value of the force due to polymer relaxation decreases to 2250 N. Set the
rotation speed bowl, equal to 0.5 r/s, and with an axial load of 2250 N carry
out a graphic registration of torque for 600 s, during which the bowl makes
300 full revolutions. Friction units of hip joint endoprostheses, in which the
torque does not exceed 1.5 Nm and in which wear products are not found,
can provide the durability of at least 10 years. Friction units of hip
arthroplasty, in which the torque exceeds 1.5 Nm and in which wear products
are found, are not allowed for clinical use.

Conclusions

The study of methods for determining the mechanical properties of living
tissues and biomaterials is an important part of the biomechanics course.
Mechanical tests are carried out using tradional methods of theoretical and
applied mechanics. The study aims to determine the fundamental physical
characteristics and properties of living tissues, structures and biomaterials.
The research results are used for the development of biomechanics, biology,
bioengineering and medicine, including to create substitutes for tissues and
organs (implants and prostheses). On the other hand, many characteristics of
the musculoskeletal system are used in the design of other technical systems,
which is the subject of bionics. The knowledge gained is also used to create
mathematical models of biomechanical objects.
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Abstract. In aim to good fitting biomaterials to implants, some major requirements should be met. These
are the biocompatibility, bio-inertion, bio-reactivity, non-pirogenity and non-cancerogenity. Some of these
features have a biological character but most of them have a physicochemical basis. In this chapter, the
mechanical properties of tissues and biomaterials will be described in terms of using them in computer
modeling, which is often applied to predict their behavior in simulated conditions. This is the main task
for biomedical engineers. The mechanical tests of biomaterials should be conducted with consideration
of mechanical behavior of the biological tissues (hard and soft). These rules are important for proper
design of the safe and strong implants. The conditions of tests conducted in laboratory should be similar
to the body environment. There are some procedures as physical experiment, mathematical simulations
and computer modeling, which can provide sufficient data for the implant design process.

Keywords: Animal Tissue, Mechanical Parameters, Constitutive Modeling.

1 Introduction

For the description of true physicochemical properties of biomaterials,
complex experiments are needed. Many expensive and long-term pre-clinical
tests should be realized before manufacturing safe biomedical implants.
Mechanical experiments are required for each of a new kind of material and
of a prototype of implant. Primary, all of these efforts should guarantee good
utility properties of implants through the time of implant contact with the
body. After basic experiments conducted on specimens, the crucial
properties and behavior of tissues and biomaterials under different types of
load (static, dynamic, rheological) are recognized. The next step is to repeat
experiments in a simulated body environment (both: specimens of material
and implant). These are very long and expensive procedures, thus engineers
can use mathematical or computer methods to estimate physicochemical
properties of biomedical implants, before the prototype will be implantable.



The analyses of literature and our investigations revealed some basic
features of soft tissues and its mechanical behavior. These features are: a
non-linear stress-strain relationship [2, 3, 7], viscoelastic properties (stress
relaxation at constant strain) [4, 6], mechanical hysteresis in cyclic loading
and unloading [9, 8, 5] and preconditioning in repeated cycles [7, 12].
Experimental studies of soft tissues properties are associated with many
following factors which can affect its properties: anisotropy, age, sex,
anatomical site of specimens taken, method of specimens storage before
tests, etc. There is no one and only standard conducted for soft tissue
mechanical examinations, thus results obtained by different scientists vary.
Other limitations are the legal regulations and ethical reasons which make
obtaining human tissue for experimental research difficult. Therefore, the
material of animal origin is widely used as a substitute for human tissue in
the biomechanical studies. In many studies, including ours, pig’s tissue is
used because of good similarity to human tissue [3, 1].

In this chapter, properties of chosen biological soft tissues and polymers
were described on the base on experimental tests and results of experiments
were used in modeling procedures with the use of ORIGIN and ANSYS
software.

2 Methods and results

2.1 Preconditioning and mechanical hysteresis

Biomaterials and biological tissues are complex materials, which properties
should be correlated during the design of implants. This process requires the
knowledge about the principal properties of tissues and biomaterials. Soft
tissues shows mechanical hysteresis, which can be calculated from hysteresis
loops obtained in loading-unloading tests (see Fig. 1). These loops
continually decrease over time of loading and then stabilize, if the test is
repeated indefinitely. This phenomenon was described by Fung as the
preconditioning effect [12]. It means that a steady state behavior of the
material is reached and will not change until the cyclic load is changed.
Despite many studies concerning the preconditioning effect, changes that
occur during it in soft tissues, e.g. tendons, skin and aorta are not well
understood [9]. Mechanical hysteresis is also associated with energy
dissipation.



The following mechanical parameters can be calculated from hysteresis
curves:
- the value of dissipated energy (the area of the loop),
- the value of total work performed on the tissue during stretching (the area

under curve for increasing strain),
- the value of energy returned (the area under curve for decreasing strain),
- the value of mechanical hysteresis (the proportion of strain energy that is

dissipated by internal viscous damping in each extension cycle. It is
calculated as the ratio of the area within the stress-strain loop (strain
energy dissipated) to the area beneath the load portion of the curve
(strain energy input) [5].

Fig. 1.The curves of loading-unloading cycles for animal tendon: a)
hysteresis loops (Mullin effect), b) the level of load, c) extension versus time
(in the first and fifth cycle of the loading-unloading),d) the change of value of
dissipated energy, total work, energy returned and mechanical hysteresis
between first and fifth cycle [for this example all in mJ unit].



Comparing the first and the fifth cycle, strong impact of preconditioning
procedures on three parameters can be seen: the values of the energy of
dissipation, the total energy and the mechanical hysteresis decreased, but the
value of returned energy was almost on the same level. This is important
information for the prediction of results of sport training or rehabilitation
procedures, but also in design of artificial implants, for which physiological
conditions of action are load-unload cycles, in the total time of life.

2.2 Preloading

Preparation of specimens (soft tissue or polymer) to the experimental test
involves different methods and techniques as cutting, molding, injection,
pressing, etc. These cause generation of pre-stress resulting from
polymerization shrinkage, thermal shrinkage or loss of pre-stress during
specimens isolating from animals. It can have an impact on results of
mechanical tests and in consequence on the improper collection of input data
to the computer simulation. Especially, when the group of materials is so
large as for biomaterials (polymers, steels, alloys, ceramic, composites) and
the places of its applications are also very different (soft and hard tissue).
The set of preload in test procedure enables introduction of comparative
conditions and elimination of the artefacts resulting from the test machine
type or clamping methods.

Correction of the input data is a very important step in future simulations.
The value of 1, 2 or 5 [N] as preload is often used in experiments with soft
tissues. This helps to limit dispersion of test results. In Fig. 2,the influence of
preload on tensile curves was shown.



Fig. 2.Differences in load-displacement characteristic for uniaxial tensile
test of pig’s skin tissue without preloading and with preloading.

2.3 Test conditions

The specific test conditions are defined for each kind of engineering
materials, but in case of matching implant materials with biological
environment, the test conditions should be modified and correlated with
physiological load conditions.
There are some important factors for the test:
- strain rate (load velocity) (see Fig. 3),
- direction of load,
- simply or complex load (uniaxial, biaxial, tensile load, tensile and shear

load, etc.)
- type of load (force, moment, temperature (heat, cryogenic), etc.),
- time of acting (short, long-thermal),
- value of pre-loading,
- the method of fixing in grips machine (direct, indirect).

Fig. 3.Impact of strain rate on characteristic of uniaxial tensile curve for skin
tissue [11].

The visible influence of strain rate on stress-strain relationship was
shown in Fig. 3. These differences can determine e.g. the Young moduli
value, which is one of material parameters defined in computer simulation of
tissues.



Additional, the storage condition and the origin of tissues influence on the
tests results(see Fig. 4). The biological samples should be properly prepared
before the test. Fresh, wet or dry and short or long frozen (cryopreservated)
samples can be considered. The type of storage medium is also important
factor. These issues are important for collecting testing materials. When the
object of test is tissue, the identifiably of origin is needed. Age, sex, kind and
localization in the body should be described.

Fig. 4.Impact of storage conditions: a) on ultimate tensile stress (UTS) and b)
strain at UTS in uniaxial tensile test.

2.4 Anisotropy

During computer simulation of biomedical implant behavior, features of
biological tissue such as anisotropy, non-homogeneity, non-linearity, hyper-
viscoelasticity and a remodeling skill of tissue must be considered. Thus, it
is difficult to make the comprehensive description with mathematical
formulas, and the analogous methods are used to simplify problems.
First simplifying assumption is to separate problems. Some of examples are
given below:
- distinction of directions of cutting tissue samples (in engineering

language are longitudinal, circumferential, perpendicular or parallel, in
medical language are transversal, distal, mesial, occlusal sagittal, etc.)
(see Fig. 5),

- distinction of the multiphase or multilayer material.
The use of experimental results is possible in FEM (Finite Element

Method) modeling of biomechanical systems, where the materials parameters



and character of material response under loading are needed. The
cooperation of biologists and material engineers is needed to ensure safe use
of implants, fitting of materials parameters and behavior in mutual relations.
The mechanical characteristics of tissues shows a non-linear and
hyperplastic character what must be considered in computer and
mathematical simulations. The best way is to conduct multitask verification
via many experiments. Such data can help to predict the behavior and
implants-body relations under changing conditions in the future. Separation
of problems and identification of mechanical parameters connected with
directions of specimens taken is easy way to describe anisotropy of material.

Fig. 5.The comparison of characteristic stress-strain curves of pig’s skin
tissue: a) for three different orientations of cutting (back area) [2], b) for two
different regions of specimens taken [3], c) for two individuals (different)
age and sex (perpendicular to the spine - orientation of taken).

2.5 Simulation of a body environment



The mechanical tests of biomaterials and tissues should be realized in
conditions similar to the biological environment. The most important of them
are body temperature, pH and humidity. These parameters have impact on
properties of materials. During mechanical tests, it is necessary to simulate
the biological environment by using simulated body fluids (SBF as a solution
with an ion concentration close to human blood plasma), mild conditions of
pH (7.25) and physiological temperature (36.6 °C). This is crucial for long-
term tests, like the rheological test or fatigue test, not only for testing tissues
but also for materials used for implants. The engineers should know, if the
material has stabile dimensions and properties in dry and wet conditions.
The thermal expansion and fluid absorption can induce local swelling and
additional stresses.
The most common material used as biomaterials are polymers. Polymers
have many shapes, structures (pure, as matrix or filaments in composites),
can be dense or porous and gel or solid materials. These materials have
many applications also as biodegradable implants (sutures, cardiac stents,
scaffolds). Conducting tests in the simulated biological conditions provides
data for computer and mathematical simulations used in predicting implant
behavior in long-term or unstable conditions. The example of using a
climatic chamber in relaxation test of polymer sutures is presented in Fig. 6
and described below.

Fig. 6. The tensile test of chirurgical sutures: a) in special grips, b) in
climatic chamber[4].



The relaxation test is carried out in room temperature conditions and in
simulated biological environment conditions (0.9% NaCl solution,
temperature of 37±1 °C). It was performed by attaching chamber with a
temperature controlled saline solution bath. The strain level of 50% was
selected for PP (polypropylene) and PGA (polyglycolide). For PDS
(polydioxanone) suture, the selected level of strain turned out too high (the
knot was broken), so the strain level was reduced to 23%. Each stress
relaxation experiment lasted 24 hours.

The load, time and elongation were recorded, from which changes of
stress versus time during stress relaxation tests were calculated. The stress
relaxation curves are characterized by three specific phases: fast, transition
and slow relaxation (see Fig. 7) [4]. The stress relaxation ratio, normalized
stress and coefficient of fitting (material model parameters) can be
calculated (see the formula 1-6) and used in computer simulations.

Fig. 7. Three characteristic phases of true stress relaxation curves: fast
relaxation region (I), transition region (II), slow relaxation region (III)[4].

Also comparison of the value of load at break is important information
for engineers and surgeons during selection suitable sutures for skin or
tendons in different areas of the body from tissue support point of view. In
Fig. 8 a comparison of the breaking force of three different sutures was
presented.



(1)

(2)

(3)

(4)

Fig. 8. Average breaking force for tested sutures[4].

2.6 Constitutive modeling of biomaterials and tissues

The modeling of biological and artificial materials is an important procedure
which requires consideration of many aspects. Some of them were described
below. The review of literature show that the QLV (quasi linear-
viscoelastic) and hyper elastic descriptions are commonly use in computer
simulations.

2.6.1 Quasi linear-viscoelastic (QLV)

The QLV constitutive model and the normalized stress function were
investigated in this chapter. The normalized stress function is described as:

G(0) = 1,

where σ(t) is the stress at time t, σmax is the initial stress, amplitude at t=tp
corresponding to the maximum stress. The temporary stress is defined by the
following equation:

σ (t) = G (t) . σe (ε),

where σe(ε) is the stress temporary strain.
The time-dependent mechanical behavior of soft tissues is given as:



(5)

(6)

where  is the temporary elastic response, and  is the time-dependent
strain of the sample. The reduced relaxation function is given as Prony’s
series:

G (t) = ae -bt + ce -dt + ge -ht,

where a, b, c, d, g, h are constants, which could be determined from
experimental data.

An exponential has been often used to describe the nonlinear elastic
behavior of skin tissue:

σe(ε) = A (e Bε - 1),

where A is a linear parameter which has the same dimension as stress, and B
is nondimensional function factor describing the nonlinearity of elastic
response.

The optimization procedure was performed by using ORIGIN to generate
data curvefit for samples of skin tissue, and the results of simulation were
presented in Fig. 9 for pig’s skin samples.

Fig. 9.Comparison of QLV fitting curve with experimental data of
perpendicular skin sample with 15% strain [6]

2.6.2 Hyper-elastic material properties

Hyper-elastic material properties are a next type of characteristics which can
be used to better design of tissue implants, with accurate bio-functionality. A
hyper-elastic material model based on the definition of strain energy



function, which is expressed in different ways, depend on the class or kind of
materials considered.
Assuming isotropy of material, the strain-energy function can be written as
depended on the strain invariants of the deformation tensor of Cauchy-Green
W (I1 I2 I3) . Considering the conditions of uniaxial tension of incompressible
materials (σ2=σ3=0) and additional, if the hyper-elastic material is
incompressible, the strain-energy function of few models can be given
according to the formulas included in Table 1.

Table 1.Utilized strain energy functions formulas for material under uniaxial
tension

To obtain an approximation of experimental data with mathematical a
record, the fitting procedures with the use of software ORIGIN software
were conducted. To the determine the values of Ci, algorithm of Levenberga-
Marquardta (damped least-squares) was used. For the iteration process the
initial values of parameters were defined as equal to 1. The results of
modeling were presented in Fig. 10.

Fig. 10.The stress-stretch curves for skin samples including fitting of hyper-
elastic material models: a) samples taken from the abdomen region; b)
samples taken from the spine region [3].



2.7 Finite element methods in hyper-elastic model of skin
tissue

The animal soft tissues (skin, tendons, etc.) are often used as substitute of
human tissues in experiments, as was shown. It is a good initial idea to
provide the animal models as biological phantoms in surgical practice, as
well as in pre-clinical tests of implants. When the correlation of behavior
(e.g. bio-functionality or biocompatibility) of artificial implants and
biological tissues is needed, the finite elements methods can be used. The
hyper-elastic material models like the Mooney-Rivlin, the Ogden, the Yeoh
are implemented in FEM software like ANSYS, so it can be used in
complicated strength analysis of biomechanical implants, in the aim to
estimate relationships between implant and tissue. The comparison of using
the FEM analysis of skin tissue samples with using hyper-elastic Ogden and
Yeoh models and with differentiation of body area (back and abdomen of
animal) was realized in [10]. The results of analysis confirm the impact of
location of skin tissue on behavior under load.

The different hyper-elastic behavior of skin tissue was shown in [10]
(see Fig. 11) with the use of the Ogden and Yeoh material models. The
different values of stress and deformation were observed depending on body
location and type of model.



Fig. 11.The examples of distribution of stress and deformation specimen of
skin tissue: a,b) skin from back – Ogden 1st order model; c,d) skin from
abdomen region – Ogden 1st order model; e,f) skin from back – Yeoh 3th

model [10].

3 Conclusions

Experimental investigations conducted in tensile test, stress relaxation tests
or under loading-unloading conditions give the possibility of a better
understanding soft tissues biomechanics and provide data for modeling and
predicting tissues behavior under different loading conditions. This
knowledge is useful both in medicine and engineering. Tests conducted on
animal models provide information, e.g. for surgery, on how to close wounds
with the appropriate tension, or in the analysis of pathological changes in
tissues. For example, the processes of stress relaxation of skin tissue can be
correlated with the properties of surgical threads. Our research in the field of
stress relaxation of various types of surgical threads showed similar values
of the relaxation coefficient of polypropylene thread to the values obtained
for the skin [4]. Also in the design of implants, surgical instruments, medical
robots or forensic analysis to assess mechanical damage or traffic accidents,
this knowledge is essential.
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Abstract. The possibilities of automating the solution of problems of designing implants for various
purposes and developing the processes of their manufacture are considered. It is shown that the use of
integrated computer-aided design systems ensures the implementation of the end-to-end process of
designing and manufacturing implants, as well as modeling the behavior of implants during operation.
The use of information technologies, industrial CAD / CAE / CAM systems and approaches in the
design of serial and individual implants of several types is considered. The process of manufacturing a
U-shaped implant for spine surgery from titanium Ti6Al4V (VT6) is proposed. The process includes
modeling in CAD / CAE systems for obtaining an implant workpiece by deformation and developing a
process for processing the workpiece using CNC equipment in a CAM system. The application of this
process allows the use of severe plastic deformation (SPD) when forming a U-shaped implant
workpiece. An ultrafine-grained structure is formed in the workpiece and the physical and mechanical
properties of the material are improved. Modeling was carried out using CAD / CAM systems and the
finite element method (FEM) in the Abaqus CAE system. Calculations have shown that the degree of
deformation during the deformation of the workpiece reaches 10 or more, which provides a high-quality
structure in the workpiece material. The design of an implant made of sheet material for maxillofacial
surgery has been completed. Preliminary shaping of the implant workpiece based on the patient's jaw
model can significantly reduce the operation time during its installation. Modeling using CAD / CAE
systems allows you to determine the quality of the implant attachment to the jaw and allowable loads.
The modeling of the loading of the patient's teeth during the installation of the bracket system was also
performed. The development of the patient's teeth model was performed in a CAD system. The model
allows you to determine the places of rational installation of brackets, taking into account the real shape
and position of the teeth. The presence of the model made it possible to calculate in the CAE system,
the load on the teeth from the arch wire of the bracket system.

Keywords: Implant, CAD, CAE, CAM, Finite Element Method (FEM), bracket, arch wire
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1 Introduction

The development of technology constantly requires new solutions:
constructive, technological, organizational, etc. The process of creating a
new one is creative, innovative, and creativity is also a process that is used
from different points of view. The effectiveness of new technical solutions
supports the interest in modern systems methods, algorithms for solving the
tasks of automating the design process, including the solution of creative
problems of creating new designs and technological processes. For the
automated solution of various tasks in the field of design and development of
technological processes, integrated computer-aided design systems are used,
which ensure the implementation of the end-to-end process of designing,
manufacturing and quality control of products.
Implants of various types were considered as an object of design and
development of technological processes since they require an individual
approach to design in each case, have a complex geometric shape, therefore
automation tools are necessary for their design and manufacture. Materials
that are used for implants should have high physical and mechanical
properties, which increases the urgency of developing modern methods for
improving the quality of the structure of the material of implants and,
accordingly, methods for designing and modelling the processing of such
materials. Such methods, in particular, include the technology of pressure
treatment with the intensification of shear plastic deformation (SPD process)
[1]. The use of these methods allows obtaining bulk blanks for implants with
ultrafine-grained structure.
The capabilities of modern information technologies in the preparation and
processing of three-dimensional models are used in various tasks of
designing products, including medicine, in the development of designs of
implants, prostheses, medical tools, etc. Modern software allows to design
the shape and composition of prostheses (CAD-system), check the size of the
prosthesis according to the obtained images of the damaged parts of the
patient's body. Next, perform a strength calculation under different load
conditions (CAE-system) and, if necessary, change the design, both in the
direction of decreasing strength and increasing. After obtaining the required
shape of the prosthesis, prepare its model for manufacturing by 3D printing
or machining on CNC machines.



Design and manufacture of medical implants are among the complex
technological tasks since such products are subject to increased requirements
according to some criteria. At the same time, obtaining implants with the help
of modern methods of processing materials, such as SPD, creates conditions
for expanding the range of implants produced and the materials used, which
will allow their use in new, previously not possible areas of application.
When designing implants, individual and serial approaches should be
considered. For implants used in maxillofacial surgery, an individual
approach is required, which is connected with the peculiarities of the
structure of the mandible bones and, as a rule, the specifics of injuries
received for a given bone. In this case, it is required to obtain an image of the
injured area of the jaw and to design the implant directly for the damaged
area. Injuries to the hip joint and back have a typical character and lead to
the installation of standard implants in strictly defined places. Hip and spinal
implants are used in typical cases and do not require an individual approach
for each patient. In such cases, it is enough to have a set of implants with
different sizes to cover all cases of injury for different patients.
At this time there is a lot of specialized software for designing highly
specialized implants directly for each field of medicine. In dental implants,
when designing dentures, the Delcam DentCad package and the DentMill
package are widely used in the manufacture of prostheses on CNC machines
using the prepared models.
The development of technology for the design and manufacture of implants is
observed in many areas:

• –the creation or improvement of the characteristics of the materials
used;

• automation of methods for obtaining and processing information about
defects of bone-stems on which implants will be installed;

• automation of the design of models of implants and technological
equipment for their production;

• analysis of the conditions of functioning of the implants to ensure a
given strength and rigidity of the structure;

• automation of the design process of manufacturing templates for the
subsequent formation of the surface of the implant, if used parts from
a flat sheet blank;



• automated production of the required elements on CNC machines and
control of manufacturing accuracy;

• improvement of the technology of forming blanks by the method of
plastic deformation to ensure the versatility of the process and the
accuracy of obtaining a given geometry of implants.

Addressing these issues requires the participation of specialists in various
subject areas, primarily medical professionals, specialists in the field of
information technology design and various types of metal processing.
Tomography makes it possible to obtain a volumetric model of human bones
for analyzing their condition and concluding on the need for prosthetics. The
doctor chooses the type, place of installation and the shape of the implant,
taking into account the existing experience of prosthesis, the applied
methods, materials and tasks of the prosthesis, as well as the anatomical
features of the patient. This information is the source for the designer,
working in the CAD-system and performing the development of the project of
the implant and tooling, tools for its manufacture. The main task of the
preparatory stage is the development of a formalized design assignment for
the designer and the technologist.
Technological processes for the manufacture of implants depend on their
purpose, geometric shape, size and material used.
One of the most promising processes for the manufacture of implants for
maxillofacial surgery is forming a sheet blank to obtain the required spatial
form. At present, a rather wide range of sheet blanks of medical titanium
Grade1 is being produced, from which sheet implants are made [2-7].
Sheet blanks for implants are relatively cheap, however, the nomenclature is
focused on manual processes of giving them the required spatial shape.
Therefore, implants with a complex spatial shape do not always meet the
requirements for structural rigidity, which significantly reduces their quality.
The manufacture of such implants from bulk blanks is much more expensive,
especially when using titanium, subjected to pretreatment using SPD. Given
the size of the sheet blanks for implants, it is relevant to obtain them from
modern materials through pressure treatment using universal process
equipment and tooling. The objective of this stage is the choice of the method
of obtaining blanks and implants, acceptable for technological complexity
and availability of equipment.



It should be noted that the shape and size of the implant are determined not
only by the patient's anatomy nevertheless also by the operating conditions.
For example, after installation on the jaw, there is a partial restoration of its
working functions to ensure the nutrition of the patient. Therefore, it is
necessary to analyze the strength of the implant under conditions of loading
during chewing and to ensure the high-quality fixation of the implant on the
bones of the jaw. Installation site and bone strength characteristics are an
important limiting factor in the design. The most effective for solving this
problem is the application of the finite element method and the CAE-systems
in which it is implemented. When setting this task, it is necessary to involve
medical workers for the correct setting of initial data and their analysis. As a
result of the analysis, an agreed decision on the design of the implant is
made.
The technological process of manufacturing an implant depends not only on
its geometry but also on the availability of raw materials and preforms. For
example, when using titanium subjected to SPD to increase strength (while
observing a given level of plasticity), sheet blanks are not produced by
industry, therefore obtaining billets with the required thickness and
dimensions in each particular case is also an urgent task.
Obtaining a flat billet with processing thickness can be performed on a CNC
ma-chine, which requires the use of CAM-systems for the development of a
control pro-gram, however, is not economically profitable. When a spatial
form implant is fabricated by plastic deformation from a sheet, a sweep is
required to determine the shape of the workpiece contour, therefore this task
requires separate study using the CAE sys-tem. In any case, along the contour
of the workpiece, technological allowance is necessary, followed by
disposal of waste.
The design of technological equipment is made taking into account the
universality of the process of manufacturing implants. Giving the blank
implant a volumetric shape is possible by deforming polyurethane on a
matrix - template. This method is the most universal since it requires only
one working tool that determines the shape of the implant. The shaping of the
workpiece is made in universal containers, the dimensions of which form a
discrete number of values for processing workpieces of various sizes.
The template for shaping the workpiece is designed in the form of a matrix
with a cavity or a punch, depending on the shape of the workpiece. Designing
it is made taking into account the geometry of the part and the springing of the



workpiece material in the process of deformation. Thus, the shape of the
template differs from the surface of the implant, which must be considered
when designing a template. After the design and manufacture of an implant,
an analysis of the process results is needed to further improve the prosthetic
technology and identify functions to develop the capabilities of the CAD
subsystems.
Consider designs of implants of various shapes and purposes for spinal and
maxillofacial surgery.

2 Development of a spinal U-implant design

In the world medical practice, obtaining Coflex U-implant spacers for spinal
surgery [8-10] from titanium alloys Ti6Al4V (VT6) is well known.
However, the use of technically pure titanium, which does not adversely
affect the patient's body, is difficult due to insufficient strength without
special processing methods. The use of SPD for pretreatment of bulk titanium
blanks can increase the strength of the material while maintaining sufficient
ductility [1].
In the manufacture of the implant, you must observe the following rules:
• the implant must be comfortable and functional for both the patient and

the surgeon;
• the implant should provide wide parametric possibilities in fitting during

prosthetics;
• the implant must ensure the long-term preservation of consumer

properties, with the universality of the starting materials for its
manufacture.

To build a model of an intervertebral implant, the initial information is
obtained using x-ray methods for examining the patient’s spine. The detection
and analysis of irregularities are made by the doctor, who decides on
prosthetics and builds a three-dimensional implant model in a specialized
computer system. The result of the design is the visual implant model
required to obtain it, as well as the results of calculating the stresses and
deformations of the product during its use after installation to the patient.
These data make it possible to guarantee the manufacture of a high-quality
implant and the positive results of the prosthetic process.



The method of interstitial stabilization of the prosthetic segment is used in the
treatment of intervertebral hernia in the lumbosacral spine. This is the most
frequent surgical intervention, which applies up to 90% of all surgeons
operating on the spine.
For the design of the U-implant design, we consider it in expanded form (see
Fig. 1). To achieve this shape of the workpiece, you can use stamping
operations for several transitions. The stages of the construction of the
workpiece and the implant are similar, consider them on the example of the
workpiece:

• The first action: the creation of the main part of the workpiece, an
indication of its coordinate system and the formation of its profile
(see Fig. 2.).

• The second action: the formation of four petals (wings). To perform
this action, it is necessary to create a contour of the petal on one side
of the part and reflect it relative to the axis (see Fig. 3).

Fig. 1. Drawing of the intervertebral implant scan



Fig. 2. Creating the main part of the workpiece

Fig. 3. - Formation of the contour of the petal and its reflection relative to the
axis

• The third action: squeezing out the contours of the resulting petals and
forming superstructures (protrusions) on them, from which teeth will
be cut in the future (see Fig. 4).

Fig. 4. - Formation of petals and superstructures

•  Note: the part is built according to a similar algorithm, however,
there are differences in the formation of the profile of the part and the



formation of superstructures on the petals, since instead of them there
are teeth (see Fig. 5).

Fig. 5. - Formation of teeth on the petals of the intervertebral implant

As a result of the manipulations, a three-dimensional model of the
intervertebral implant was built (see Fig. 6). 3D model of the workpiece to
obtain the intervertebral implant (see Fig. 7).
According to the required shape of the workpiece, the design of a die tool:
matrix and punches. The resulting tool models are used in the CAE system to
simulate the behaviour of the workpiece during the deformation process [11].
The result of the simulation, namely the deformed preform is located in the
matrix, is shown in Fig. 8.



Fig. 6. - Three-dimensional model of an intervertebral implant: a - top view,
b - bottom view

Fig. 7. - Three-dimensional preparation for creating a model of the
intervertebral implant

Fig. 8. – Matrix for modeling the deformation process of the implant
workpiece

A feature of the proposed solution is the sequence of forming the implant
blank (Fig. 9). During the first operation (b), the required length of the
workpiece is formed, while the metal flows along the workpiece. When
performing the second operation (c) of the workpiece deformation, the metal
of the end zones flows in the transverse direction. This makes it possible to
form workpiece zones from which four wings will be created. During the
third deformation operation (d), four wings of the workpiece are formed. In
this case, the central zone of the workpiece is not deformed. Then the spatial



shape of the implant is formed by bending in two directions. After processing
by pressure, the final machining of the product is carried out.

Fig. 9. – Stages of modeling the deformation of the implant blank in a CAE
system

The general scheme for installing the implant on the spine is presented on
Fig. 10. .
This deformation technology provides a favorable direction of the fibers in
the material of the finished product. Intense shear deformations during
deformation contribute to the formation of a fine-grained structure in the



workpiece material. The directions of bending when obtaining the spatial
shape of the implant are made across the fibers, which increases the fatigue
strength of the product.

Fig. 10. – Spinal implant placement scheme

3 Development of manufacturing technology for U-
implant in the CAM-system

To build a CAD system for the formation of a technological process for the
treatment of an intervertebral implant, it is necessary to identify the main
actions performed by the technologist. To do this, you need to build a typical
technological process in the CAM system, and then in CAD to implement the
interface necessary for building this process.

The formation of elements of the technological process of processing a
part contains several interdependent items.

The first point is to load the part and the workpiece, apply a single
coordinate system to them and monitor the compatibility of this coordinate
system with the machine. It is believed that the X and Y axes are in the plane,
and Z is located vertically.

The second point is the creation of the tool. Sometimes this item requires
special attention and the tool needs to be created on a case-by-case basis,
and sometimes it’s completely simple to select it from the database of
previously created tools. In the case of creating an intervertebral implant, it
is necessary to create a special tool, a conical spherical cutter with an edge
angle of 15 degrees, an edge radius of 0.1 and a small diameter (see Fig. 11).



The third point involves the creation of trajectories in such a way that when
fixing parts on the frame, you can vary the trajectories so that they do not
overlap with fasteners. In the process of performing this item, three
trajectories were constructed to process the rear and nine trajectories for the
front. Trajectories may not be in the same coordinate system relative to each
other. For example, to process teeth, it was necessary to create a coordinate
system that was at an angle of 15 degrees relative to the global one (see Fig.
11).
NC file, which is the product of the CAM system. When creating NC files, it
is necessary to understand how the processing will take place, since it is
necessary to specify the sequence of trajectories recording. As a result of this
work, only two NC files were built, for the front and rear part machining. As
described above, the rear part is processed by three paths, and the front part
by nine. Fig. 12 shows a visualization of all part paths at once.

Fig. 11. - The process of creating a tool and the treatment process of the teeth
on an implant



Fig. 12. - Visualization of all part paths at once

Based on the analysis of possible options for integration with Delcam
PowerMILL, a CAD was developed that can directly access the Delcam
PowerMILL CAM system API and then use the macros to perform the
necessary work of process design.
Integration with Delcam PowerMILL CAM system is implemented using
PowerSolutionDOTNetOLE DLL-library. Macros have been used to call the
PowerMILL functions as well as the PowerMILL dialogue boxes.
In the development of CAD to ensure integration with the CAM-system
PowerMILL the following objectives were set:
• the ability to run the window PowerMILL without the interface of the

system itself;
• the ability to use tools PowerMILL, referring to them using CAD;
• the ability to import the project in PowerMILL using CAD;
• the ability to add tools to the CAD system while the program is running.

For integration with PowerMILL, the C # programming language was used.
Having provided the ability to integrate Delcam in its software products,
Campaign developed a library for .Net platform called Pow-
erSolutionDotNETOle. This library can access the base elements of the
PowerMILL program and call them.
When developing the project of the integration program, it was necessary to
establish a connection of the program with the library and obtain an object of
the class of this library for further work with it. Thus, as a result of



establishing a connection with the library and opening the PowerMILL
window, all that remains is to execute the command using the “execute”
method of the “PowerSolutionDotNETOle” class. As described earlier, the
API is accessed by similar commands as in macros. That is, you can write a
macro, open it with the macro editor, take the recorded string and insert it
into the “execute” method of the “PowerSolutionDotNETOle” class. In the
course of performing these operations, the CAD is addressed to the
PowerMILL core and sends a dynamically generated macro to it. For the
PowerMILL kernel, executing this line is as easy as executing a normal
macro, which can be selected directly in the PowerMILL interface.
The next task for CAD was the definition and creation of text files of basic
commands for PowerMILL. To do this, it was necessary to execute all the
necessary commands in turn, while recording the macros and assign it the
name of the corresponding command. After creating the macros, the CAD
system should have referred to the directory in which all the macros are
located. The CAD received a list of paths to the files of the specified format
in this directory and formed an array with the paths to the files and their
names. In addition to invoking a list of macros, CAD can dynamically update
this list right during its work.
An example of a 3D sample operation:

— Import project.
— Creating a tool.
— The choice of processing strategy.
— Creating boundaries for a given strategy (see Fig. 13).
— Calculation of the processing trajectory (see Fig. 13).



Fig. 13. - Creating boundaries for a given strategy and calculation of the
processing trajectory

4 Designing an implant from sheet material

Baseline information is obtained using computed tomography of the patient's
jaw. The detection and analysis of irregularities are made by the doctor, who
decides on prosthetics and builds a three-dimensional implant model in a
specialized computer system. As a result of the design, the following are
obtained: visual models of the implant and accessories needed to obtain it (in
the CAD system); as well as the results of the calculation of stresses and
deformations of the product during its use after installation to the patient (in
the CAE system). These data make it possible to guarantee the manufacture of
a high-quality implant and the positive results of the prosthetic process.
The specialist starts the system by inputting the images obtained with the help
of the tomograph. Pictures are needed to obtain a preliminary model of the
jaw, and medical indications to determine the type of defects and the
approach for prosthetics.
Next, the model of the damaged jaw is transmitted to the CAD system for
correction and elimination of model defects. The transferred model has a
format different from that of PowerSHAPE, therefore, the possibilities of
working with it are limited. To make possible full-fledged work with the
model, the construction of the implant and the equipment must be converted
to it using standardized data exchange formats (STEP, IGES ISO, HSF, etc.).
After processing the model of the jaw, the specialist indicates on it the basic
surfaces and points necessary for the construction and installation of the
implant. Next, based on the binding of the implant to the jaw, it is built
according to the appropriate algorithm. Consider the process of designing an
implant with a specific example. The CAD model of the implant for
osteosynthesis in oral surgery is shown in Fig. 14.



Fig. 14. - 3D-model of the "assembly" of the lower jaw fragments with an
implant [14]

The technique for building the implant surface should be universal and allow
for the possibility of adjusting the shape (see Fig. 15). To do this, we
develop a generalized algorithm using cut planes, which allows us to obtain
an array of implant sections with planes perpendicular to its generator. The
variation in the number of sections allows you to change the accuracy of the
construction of the surface of the product. The presence of sections provides
the possibility of adjusting the profile of the implant with the subsequent
construction of its surfaces taking into account the thickness of the workpiece
and the template (punch) to obtain it.

Fig. 15. - Construction of the surface for the template tool (punch) and
implant with applied nodes (mesh)



To determine the loads acting on the implant during operation (when
chewing), it was modelled in the CAE system [12]. For discretization of
volume and calculations, fournode tetrahedral finite elements were used. A
uniform grid of twenty elements along each of the generators and two
elements along the plate thickness was used (see Fig. 15).

5 Designing Brackets

Examination of the patient allows the doctor to determine the need for
orthodontic treatment, however, then it is necessary to carry out diagnostic
studies, which include: obtaining control plaster models, facial photographs
of the face and profile, intraoral photographs, X-ray diagnostics -
orthopantomogram, radiography, scanning or tomography. When treating with
the help of brackets, the patient is taken photos and smiles. Assessment of the
patient's smile is also important since one of the main tasks of an orthodontist
is to obtain an optimal treatment result. Diagnostic tools allow you to assess
the true location of the teeth and roots, the position of wisdom teeth (third
molars), the location of the jaws to the base of the skull, the angles of
inclination of the teeth, makes it possible to evaluate the patient's profile, etc.
[12].

Jaws, human teeth - are individual and have a complex spatial form.
Therefore, to improve the quality of treatment, modelling tools are required
to reduce the risks of adopting a rational treatment plan depending on the
goals and the clinical situation. In the process of treatment with the help of
the bracket system, the patient must undergo correction and check-ups
approximately once a month, while, as a rule, the orthodontist changes
ligatures (rubber bands on brackets), arcs and other elements, monitors the
dynamics of the displacement of teeth in the process treatment.

Solving the problem of modelling the installation of brackets and arcs
can be done using specialized software that is integrated with the CAD
system. The main purpose of the simulation is to determine the rational
parameters of the mutual positioning (installation) of brackets and the
patient's teeth and the loads on the teeth when installing the arch wire of the
bracket system, which will make it possible to more accurately predict the
behaviour of the entire system.

The choice of methods for modelling the bracket-system elements is
determined by their geometry and the formulation of the modelling problem.



To do this, we consider the structure and principle of operation of the bracket
system.

Power arcs can be of different cross-sections and diameters; arch wire
metal of various alloys with special properties are used. The power arc, as a
rule, is created from a nickel-titanium alloy, which has the ability of shape
memory and due to this, in the oral cavity, the arc tends to return to its
original shape and moves the teeth, regardless of the initial deformation.

On the tooth, the vestibular, lingual, medial and chewing surfaces are
distinguished, which determine the shape of the tooth and are used for
protection [13]. Based on the overall dimensions of the required tooth, we
build an approximate layout that will allow us to determine the boundaries of
the contour (see Fig. 16, a).

Fig. 16. - Construction of the lateral surface of the tooth (a) and the sequence
of automated construction of brackets at specified points on the surface of the

tooth models (b)

For visual inspection of the arch wire shape, a coordinate system is formed
at the end of the end bracket (see Fig. 16, b). In this case, the gap relative to
the arch wire lock is 0.1 mm. Then, between brackets, a G2-spline is
created, which is fixed at two points of the body of each bracket to ensure
that there is no intersection of the arc model with the bodies of brackets (see
Fig. 17).
The SolidWorks Simulation environment was used to solve the problem of
determining the stresses in the arch wire during bracket installation. Static



analysis (Static) was chosen as the problem type. AISI 304 steel from the
SolidWorks standard library was used as the workpiece material.

Fig. 17. - The constructed model of the bracket system with the arch wire
installed

Rigid supports (fixed geometry) at points b, d, l, n (Fig. 18) were used as
boundary conditions. At the rest of the points, using a force load of the
"Specified displacement" type, displacements were set, which were fixed
when the bracket was installed: a – (+0,5) mm; c – (-0,3) mm; e – (-0,2) mm;
f – (+0,1) mm; g – (+0,7) mm; h – (+0,2) mm; k – (-0,3) mm; m – (+0,7) mm,
where the positive sign corresponds to the movement to the outside, and the
negative to the inside.
After solving the problem in Solidworks, the displacements of all points of
the workpiece were obtained, which coincided with the specified ones,
which indicates the adequacy of the calculation (Fig. 19).



Fig. 18. - Location of control points

A detailed consideration of the loading of teeth in more complex cases, in
particular, in the presence of a vertical deflection of the bracket systems arcs,
was carried out in [15, 16]. The basic principles of using FEM in
orthodontics are presented in [17].

Fig. 19. - Field of workpiece points displacements

Conclusion



The design and modeling of various types of implants was carried out
using modern CAD / CAM / CAE systems. A number of examples of
designing and calculating the loading of various implants have demonstrated
the functionality of modern computeraided design technologies.

In particular, with the use of CAD / CAM / CAE systems, an end-to-end
technological process of deformation of the workpiece was developed
through a series of transitions and the manufacture of a U-shaped implant on
CNC equipment. The use of FEM, implemented in the CAE-system, provides
a distribution of the stress-strain state in the volume of workpieces and the
body of patients. Knowledge of these parameters allows you to choose
options for implant designs, places of their installation, characteristics of
rigidity and strength, taking into account the peculiarities of the geometry,
mechanical characteristics of the patient's body, limitations of the applied
loads.

Analysis of the design and manufacturing process of implants for
maxillofacial surgery made it possible to formalize the process of designing
spatial implants from sheet blanks on the basis of tomography data. Modeling
allows you to determine the stages and an algorithm for designing
workpieces, as well as a universal tool for their receipt.

The design in the CAD system of the geometric model of the patient's
teeth was carried out according to the scanning data. The presence of a CAD
model allows you to determine the placement of brackets, taking into account
the real shape and position of the teeth. Then the simulation is performed in
the CAE-system of loads on teeth. The presence of the model ensures the
correct choice of material and shape of the arch wire in order to limit the
load on the periodontium to the permissible limits.
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Abstract. The work describes the method of construction of a lower limb prosthesis, both below and
above the knee. It describes the computer-aided design basis and the digital patient model with which
the prosthesis is designed and tested in a fully virtual environment. The virtual patient model is the basis
of the entire system, using a biomechanical model that takes into account patient characteristics such as
anthropometric indicators. The program uses automated and knowledge-based approaches in order to
replace the current development process, mainly manual, with a virtual one. A set of tools is used to
design, configure and test the prosthesis. Prosthetic modeling allows configuring and generating a three-
dimensional model of the prosthesis. The virtual test environment allows the prosthesis to virtually
configure the artificial leg and simulate the patient's posture and movements, checking functionality and
configuration. A gait model has been developed. For this purpose, the analogy of the double pendulum
with the flesh segment of the lower limb was used, which allows to evaluate the gait model as a system
using simple final figures or connections. The system representing association of segments is used, the
energy exchange between links of the system is analyzed using the Lagrange method. The association
analysis is developed by calculating inverse kinematics, which determines the trajectory and position of
the system in order to find the forces that carry out this movement and energy transfer. Taken as a
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double pendulum, the lower limb has mass and length values based on the weight and height of each
part. The obtained values were derived from anthropometric data of the subject.
Keywords: First virtual patient, Lower limb prosthesis, Virtual prototyping, Human modeling, Gait
modeling.

1 Introduction

Many information and communications technology tools, such as computer-
aided design (CAD) and automated engineering systems, have been
developed recently to support the product development process, with the aim
of reducing the need for physical prototypes and reducing costs and time.
However, the spread of such systems is limited in some areas, especially
when the product requires a high level of customization and represents an
interface with the human body or its parts. An example would be artificial
prostheses, which must be designed according to the shape of a specific
anatomical area. This work is emphasized on modular prostheses of the
lower limbs, both below the knee (transtibial, TT) and above the knee
(transfemoral, TF), realized by assembling modern components in order to
obtain maximum comfort and convenience of use [1]. Most of the components
are standard, e.g. foot and knee can be selected from the manufacturer's
catalogue, while the connection should be implemented based on the patient's
anatomy. The connection is the main critical component and is designed and
manufactured almost entirely manually, relying heavily on the experience and
skills of prosthetic technicians. In addition, the patient plays a key role in the
production process, since both standard and specially selected components
are selected and projected according to their state of health and anatomical
morphology.

Some CAD / CAM prosthetic systems such as Bioshape and Canfit are
available on the market. Reverse engineering methods (usually laser
scanning) can be used to obtain the external shape of the residual limb from
which the connection is made and to modify the basic models stored in
libraries. However, they are not integrated with modeling tools such as Finite
Element Analysis (FEA) or multi-body systems for checking prosthetic
construction. Various works can be found in the literature suggesting that
FEA can be used to simulate the behavior of prosthetic components [2-4] and
to analyze the interaction between joint and residual limb. Some studies have
also demonstrated the feasibility of a fully computer-based connection design



process based on the integration of CAD and FEA tools [5], but they are not
able to manage all stages of the prosthetic design process in a unique
environment and do not provide any assistance to the prosthesis.

This work represents the method of lower limbs prosthetics based on the
virtual model of the patient with the use of perturbation functions and
theoretical multiple subtraction operation [6]. The main objective was to
develop a digital model of an amputated person, which will be used to
design and test a prosthesis in a fully virtual environment. In order to achieve
the goal of replacing the current process (mainly manual) with a virtual one,
several issues were considered: capturing and formalizing the knowledge of
orthopedic technicians about this process, obtaining information about the
patient and morphology using diagnostic tools, developing comprehensive
solutions for designing and testing standard and specially selected
components, and using digital methods to simulate the behavior of the
prosthesis while walking. The adoption of a digital model to represent the
patient is in line with the trend towards multiscale human modeling as a tool
for a wide range of applications, from ergonomics to occupational safety and
health [7].

The method provides the prosthetic professional with a set of interactive
tools for designing, adjusting and testing the prosthesis. It consists of two
parts: prosthetic modeling and virtual testing (Fig. 1).

The first part configures and generates a three-dimensional model of the
prosthesis, while the second part virtually adjusts the artificial leg and
simulates the patient's posture and movements, checking the functionality and
configuration of the prosthesis.



Fig. 1. Virtual patient

MRI is used to scan the patient's leg. Volume data is a three-dimensional
array of cubic elements (voxels) representing units of 3D space. At the same
time, typical data sets describing physical objects or phenomena are usually
represented by files up to several gigabytes in size, since these files contain
data about each point of the scanned three-dimensional space. If the
interpolated density at the sample point exceeds a certain threshold density,
then a density gradient G is calculated from these points D0,..., D7, which
can be used as a normal to the surface.

An efficient method for converting voxel data arrays into a functional
description based on perturbation functions is applied.

Organization
The chapter is organized as follows. Section 2 gives a brief survey of the

work related to function representation of objects, rendering and interactive
geometric modelling. provides the overview of our approach to computation
of the ray-surface intersection. Section 3 describes prosthesis modeling,
design of the connection and and configuration of the prosthesis. Virtual
testing (the program allows you to set and evaluate the functionality of the
prosthesis by simulating the positions and movements of the virtual patient)
is presented in Section 4. Analysis of the method described in Section 5.
Summary work is discussed in Section 6.

2 Virtual patient

The virtual patient consists of a biomechanical model and a data set. The
data are used to adjust the model of the amputated patient. They represent the
elements by which the development process is managed, a selection of
standard components prior to joining and configuration of the prosthesis. The
tasks and decisions made by the prosthetists depend on the characteristics of
the patient and their health status. For example, a special kind of foot,
identified as a high-energy foot, is suitable for young and healthy patients
because it can better maintain high blood pressure. Patient data and
information have been grouped into three main categories, namely patient
assessment, residual limb assessment and anthropometric indicators.



The first group refers to general patient data, mainly used to select
standard components. The second deals with parameters for assessing
residual limb condition and creating a three-dimensional joint model. The
latter refers to the anthropometric indicators of the patient and the residual
limb. They are used for the correct size of the digital patient model, standard
components and connection.
The biomechanical model of an amputated person is determined at different
levels of detail, depending on the task at hand. For example, compound
modeling and simulation require a detailed residual limb model (skin, bone
and muscle).
Three main tools are used to create a biomechanical model: a universal
human modeling system, medical images of the residual limb (obtained, for
example, with MRI or CT) and a special software module for 3D
reconstruction of the residual limb.

Perturbation functions are used to create and model the virtual patient
[6]. This allows creating a detailed biomechanical model of the human body
using rigid links connected through joints to simulate the skeleton and
flexible elements to represent muscles, tendons and ligaments. Thus, it is
possible to create an individual model modifying anthropometric data. Two
reference models were considered, one for amputated TF and one for
amputated TT, which should be customized for each individual patient. The
following data are needed to characterize the virtual patient: anthropometric
patient data and a digital model of the lower limb. This means that the
biomechanical model of an amputee is implemented in two stages: the first
stage is to determine the model size and the second stage is to determine the
residual limb binding [8,9,10].



Fig. 2. Prosthesis modeling

2.1 Perturbation functions

Using free forms based on perturbation functions, we model the shape of the
prosthesis, using the union operation, we construct the entire prosthesis.
Using the subtraction operation, we model the connection socket (Fig. 2).
Characteristic feature of a offered method is that the basic primitive things
are chosen as surfaces of the second order - quadrics. The quadric is defined
by ten coefficients. The same amount of data is necessary for description of a
spatial arrangement of one triangular facet. More compact representation of
model allows to reduce memory expenses sharply at database storage and,
hence, to unload the bus between computing components of system and
memory blocks. On the other hand, it is possible to construct smooth objects
without defects inherent in polygonal models. On this basis the class of free
forms is under construction. It means possibility to describe complex
geometrical objects, setting function of deviation from the second order base
surface.

The algorithm of recursive multi-level ray-casting (ray-casting) performs
an effective search for elements of volume, voxels, involved in the formation
of the image. Let us deal with some object representing a three-dimensional
scene, which has the property to respond to the request for intersection with a
rectangular parallelepiped, or bar. And a negative answer guarantees that this
object has no common points with the bar, and a positive answer implies that
possibly common points exist. Only the object's functional abilities are
important for the algorithm's work, and we won't concretize its internal
structure yet. Let's introduce the coordinate system as shown in Figure 3. The
search for voxels is done in the space inside the cube, from -1 to 1 for each
coordinate, so that the center of the cube corresponds to the origin of the
coordinates. At each step of the recursion, the initial volume is broken down
into four bars in the x0y screen plane. For each bar, the object is queried to
determine the intersection. If the result is positive, the bar is subjected to the
next level of recursion. And the bars that gave a negative result of the test for
an intersection with the object are not subject to further immersion in
recursion, which corresponds to an exception from the consideration of
square areas of the screen, on which the bar (and therefore the surface of the
object) is not displayed [11,13].



Fig. 3. Unit cube

This stage of the algorithm's work is well illustrated in Fig. 4, where there
are empty squares and there are areas of the image not involved in the
formation of the image. At a certain step of subdivision we reach bars that
are displayed exactly in one virtual pixel of the image. Now we should start
subdivision of "thin" bars, rays, along the Z-axis, first performing the request
to intersect with the nearest half of the ray. Thus, for each ray at the final
level of recursion we will define a voxel containing the surface of the object
and closest to the observer. In other words, while searching for volume
elements, voxels containing the areas of the object surface forming the image,
the given algorithm bypasses the cubic space along the quad tree whose
leaves are the roots of binary subtrees [14,15,16].
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Fig. 4. Quadtree subdivision

The object-square is the basis for building all other objects. The surface
forming it is a zero level surface o the square three-dimensional function, i.e.
the function of its surface is set implicitly and is defined by ten coefficients
(A,B,C,...K):

Q (x y z) = Ax2 + By2 + Cz2 + Dxy +
+ Exy + Fyz + Gx + Hy + Iz + K = 0

where x, y and z are spatial variables. You can write this equation in a matrix
form:

We agree to further call the space in which the algorithm performs the
division of cubic volume, working or model and mark it with the letter M.
Now let's enter the coordinate system directly related to the real space metric
(camera or eye coordinate system). Let's allocate in this space the volume
limited by the quadrilateral truncated pyramid, or in other words, the
visibility pyramid, which is characterized by depth and angle of field of
view (Fig. 5). Let us call this space pyramidal and denote it by the letter P
[17,18,19].

Fig. 5. Visibility pyramid



If the geometrical transformation is described by matrix (C), then the new
transformed matrix of coefficients (Q) = (C)T (Q)(C) operates in space M
accordingly to matrix (Q) in space P. In particular, at the stage of space
division into a quadric tree, where the compression is performed twice and
the transfer to the ± 1 on two coordinates, the recursive transformation of
quadric coefficients looks like this:

 (3)

where the odds without a stroke are taken from the previous step of
recursion; variables i,j = ± 1 are determined by the algorithm depending on
the direction of immersion in recursion (i - in x axis, j - in y axis). The
obtained coefficients are used in the intersection test.

If in the equation of the quadric Q(x, y, z) = 0 the values of the variables
x, y, z change within the interval [-1, 1], then

max[|Q (x, y, z) -K|] ≤

maxF = |A|+|B|+|C|+|D|+|E|+|G|+|H|+|I| ; (4)

Now note that if |K| £ max[|Q (x, y, z) -K|] ≤ max F, then perhaps there is a
point M0 = (x0, y0, z0) (-1 < x0, y0, z0 < 1) such that Q (x0, y0, z0) = 0. In case
max F < |K|, there are no such points, and the sign of the coefficient K
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(6)

distinguishes the position of the bar inside or outside from the surface of the
square Q = 0. Based on the results of this test, the algorithm continues to
separate only the bars that lie inside the quadric as a whole or, possibly, in
part, rejecting deliberately external bars.
The described algorithm displays only the parts of objects that have entered
the space inside the cube. The application of projective transformation
generalizes the given algorithm into pyramidal volumes, which allows
synthesizing images with perspective.

The branch of geometrical knowledge that studies the projective properties
of figures is called projective geometry, where homogeneous coordinates are
entered to determine the metric in space. In three-dimensional space the point
with Cartesian coordinates (x, y, z) corresponds to an infinite set of
homogeneous coordinates (x,, y,, z,, a) such that x = x, / a, y = y, / a, i.e.
identical coordinates are determined to the total non-zero multiplier. Of
interest is the transformation matrix acting on homogeneous coordinates as
follows:

where (C) is the transformation matrix, (M) is the homogeneous coordinates
of the space point M, and (P) is the display coordinates in P.

Within the limits of projective geometry the theorem [8,§108] that
projective display of space M on space P is unequivocally proved is defined
by the task of five pairs of points corresponding on display, provided that
from five points set in space M, any four do not lie in one plane. We select
five pairs of such reference points (Mi) and (Pi) (the upper index corresponds
to the number of a pair) and make a system of equations:

(C)(Mi) =ri (Pi),

where i = [1..5],r1,r2,r3r4 - unknown multipliers, but r5 = 1 . Solving these
equations we find the coefficients of the projective transformation matrix
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(C), which is further used to transform the geometric primitives.
The free forms are one more wide class of geometric model objects. The

surface of the quadrica is a constant level surface of the second order
function. Q(x,y,z). Let's define a certain perturbation function, R(x,y,z), which
has the property of smoothness.
Now let's consider the function Q,(x,y,z) = Q(x,y,z) + R(x,y,z) . Due to its
smoothness R and Q Q, it will retain this property and therefore the surface of
the zero level will also be smooth. Thus, we have built a complex surface
using the second order function as the base. But in order to get the necessary
shape of the surface, we must learn to set the corresponding perturbation
function in an acceptable way. Smooth perturbation is constructed from a
square function as follows. Let's define the inner area Q as part of the space
where 0 < Q . Then in the outer part of Q we put R equal to zero, and in the
inner part we erect Q into a cube:

We got the function R, which is naturally calculated in the process of
recursive subdivision, so that the quad can act as an outrage to other objects.
And the object, which we call free form, remains a quadric in its essence but
takes into account the additive introduced by the perturbation to its own basic
function (Fig. 6). In turn, the free form can be a perturbation function for
some other object. Because max [Q + R] ≤ max [Q] max [R], it means that to
estimate the maximum Q on some interval it is necessary to calculate the
maximum of the perturbation function on the same interval.
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Fig. 6. Free form

The calculation of all components of pixel color is performed similarly to the
following formulas:

C = (QambiCambi + QdiffCdiff + QspecCspec)/(Qambi + Qdiff + Qspec),

where the index "ambi" refers to the characteristics of scattered radiation,
and "diff" and "spec" refer to the diffuse and mirror parts of reflected light
respectively; C - color components; Q - weighting factors.
Calculations of color components are made on the basis of vector model of
illumination [9, Chapt.5]. Four vectors are involved in calculations: normal
to surface (n), vector to illumination source (l), direction of reflected light (r)
and vector to observer (v):

Cdiff (n,1)CliteCsurf;

where Clite - source color, Csurf - surface color.

Cspec = (r,v)pClite;

where p - surface roughness coefficient.
To create a complex scene, it is necessary to describe in it some certain

quantity of the primitives necessary for a concrete problem. Displayed
object, with which the rasterization algorithm interacts by means of queries,
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is the whole three-dimensional scene. Therefore the geometrical model
should allow to construct objects and their compositions of unlimited
complexity (Fig. 7.).
It is reached first of all by application of Boolean operations of association
and intersection. All scene represents a kind of a tree which each knot is the
object-designer who is carrying out logic operations over the descendants,
and tree tops are the primitive things used by system. At the moment when the
rastering algorithm addresses any query to the constructor object, this object
addresses to the descendants, transforms the received result, and gives the
corresponding answer to query. In this case, the descendant can be a
primitive, or another object-constructor. At application of geometrical
operations, turns, movings, scaling, to the object-designer, it makes all these
operations with the descendants [20,21,22,23].

Fig. 7. Combining the three free forms

To create a "connection" in free form, a multiple theoretic subtraction
operation is applied (Fig. 8).

F (x, y, z) = F1 (x, y, z) \ F2 (x, y, z)
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Deducted residual limb volume from free form

G3 = Fi (G1 G2

where

G : f1 (x, y, z) ≥ 0 G2 : f2 (x, y, z) ≥ 0

Fig. 8. Free form and "connection".

Using function-based object and subtraction operation, the prosthetic can
model the socket emulating the traditional procedures carried out during
socket manufacturing (Fig. 9).



Fig. 9. Virtual socket modeling

2.2 Model size

The correct size of the virtual patient is a key factor in fitting the prosthesis.
This means that the anthropometric data of the patient is needed. A
distinction is made between general patient data to determine the correct size
for the patient and residual limb measurements to position and link the
prosthesis to the patient.
Some of these are included or can be derived from the above patient
characteristics. Some examples are the hip joint (HJ) and knee joint (KJ),
height, weight, and length of the amputated foot. Others, such as shoulder
height, can be obtained using a motion capture system.
Once the necessary data has been entered or automatically obtained, the
program automatically applies the first level of setting to the virtual patient
generating the skeleton, mass, joints and soft tissue based on anthropometric
measurements.

2.3 Residual limb attachment

A virtual patient configured with anthropometric data does not include the
residual limb relevant for prosthetic design and gait analysis simulation.



A detailed model of the residual limb, including external (skin) and internal
(muscles and bones) parts, is based on medical images obtained with an
MRI. MRI is preferable to CT because it is less invasive for the patient.
However, the end users of the program are podiatrists who do not have
special competences and skills in the field of automated tools (for example,
tools for medical image processing). Therefore, a software module has been
implemented that automatically reconstructs a three-dimensional model of the
residual limb without requiring human intervention, starting with the MRI
volume [10]. The implemented algorithm first converts the MRI scan into a
three-dimensional graph, where the nodes correspond to voxels, and the ribs
have weights representing the similarity of neighbors. Aggregate clustering is
then performed using features such as intensity and dispersion in regions.
Once the graph is segmented in different regions, the algorithm highlights
internal bone voxels by analyzing size and shape. The outer surface
corresponding to the cult is obtained by a threshold operation. Ultimately,
clusters belonging to bones and cult are automatically converted to functional
surfaces. The end result is a three-dimensional geometric model, which
allows the exchange of CAD information between the program modules.
The residual limb model is imported and linked to the amputated model in
two stages:
- The bone segment is first connected to the virtual femur (VF), or to the knee
(KJ), using the height of the hip joint and knee joint respectively;
- The residual soft tissue of the limb is then positioned accordingly.
Once an individual virtual patient has been created, the designer can start
designing a prosthesis based on the biomechanical model and patient
characteristics.

3 Prosthesis modeling

The modeling allows the creation of a three-dimensional model of the
prosthesis, which is crucial for the practical study of the installation of the
prosthesis and walking of the patient. The modeling and selection of standard
and specially selected components is based on the digital layout of the
respective anatomical area, the characteristics of the patient (e.g.
anthropometric data) and the level of use of the prosthesis. It integrates three
basic modules:
- Simulations of the connection (2.1.6).



- A finite element simulation program to analyze the interaction between the
stump and the "compound".

3.1 Design of the "connection"

The first two modules are combined, the interface is implemented using an
object-oriented language С++.
Using the simulation program, a "connection" (2.1.6) can be created in the
denture by simulating the traditional procedures performed during fabrication
of the "connection". It is controlled either automatically or semi-
automatically and includes a set of design rules derived from the analysis of
the traditional process, such as where and how to change the shape of the
"connection" or automatically determine the thickness of the "connection"
based on the patient characteristics.
Four main stages of the controlled simulation procedure are implemented:
patient history, pre-modeling, individual simulation, and final simulation of
the "connection" on which other specific modifications will be applied to
achieve functional form. The main operations at this stage are performed
almost entirely automatically according to the patient's characteristics and the
traditional process.
In the next step, the model "connection" is formed directly on the digital
residual limb model to be perfectly adjusted to the anatomy of each
individual patient. The program provides interactive tools [11] that allow
emulating tasks traditionally performed by a technician. It starts to change
specific zones by simulating the operations of adding and removing layers.
For this purpose, these areas are divided into two categories:
- Loading areas where there are no bone protrusions or tendons and it is
necessary to squeeze the "joint" closer to the limb and create pressure to
withstand the body weight.
- Unloading zones, where there are no bone protrusions or tendons and the
"joint" should not press on the limb and at the same time should not be too
wide, because it can cause other physical problems.
The program also offers the correct percentage of material to be added or
removed according to the "tone parameter". The designer can decide to
automatically apply the values calculated by the program or change the shape
with a virtual tool [11]. It is an interactive deformation tool that allows to
perform operations of adding and removing material, as the technician
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manipulates the plaster cast to be emulated. For example, in the unloading
zones the technician adds material from the plaster cast, because the
"connection" should not press on the stump and can be quite loose, while in
the loading zones the material should be removed to have a tight
"connection".
As for the amount of material to be added or removed, eight levels of
manipulation with a thickness between 1 and 8 mm are highlighted, which
correlate with the stump tone. Finally, the designer forms the top edge
automatically or semi-automatically and the program offers the final
thickness of the "connection". As a rule, the prosthesis determines the
thickness empirically based on the weight of the patient. The following
formula is used in the program:

where St - joint thickness (mm), Pw - patient's weight (kg).

A more sophisticated algorithm based on engineering knowledge and
mechanical properties of materials can replace this formula.
After modeling a "compound", a simulation is automatically performed to
analyze the pressure distribution, which is considered the most important
evaluation parameter. Consideration is given to the pain threshold (minimum
pressure that causes pain) and pain tolerance (maximum tolerable pressure)
for the most important zones [12].
Some modeling assumptions and rules have been adopted:
- Residual limb geometry and "connection". Bones and soft tissues are
combined to create a unique piece without geometrical breaks.
- Characteristics of the material. The mechanical properties of joint, bone
and residual limb are considered linear, homogeneous and isotropic.
- Boundary conditions and loads. The upper surface of the residual limb is
limited. In the first two stages of the analysis no external load is applied,
while in the last stage the weight of the amputee is applied to the center of
mass of the "connection" in a vertical direction. The movement of the
"coupling" and the static constant load are applied gradually in the analysis
stages. The interaction between the stumps and the "connection" is simulated
using an automated surface-to-surface contact algorithm [13].



- The stages of analysis. The simulation is carried out in three stages:
application of the residual limb with prestressing on the residual limb, the
adjustment phase to achieve better movement of the "connection" around the
residual limb and to achieve maximum comfort, and application of a constant
static load (amputated weight).
The program extracts the input analysis from the patient parameters (e.g.
patient weight and residual limb length), frees up the files needed to generate
the FE model, and selects the scenario (language-specific С++) for analysis.
The FE model is created automatically without human intervention. The
prosthetist cannot change the characteristics of the FE model, but if
necessary, the program allows you to set some parameters, such as material
properties. The program then provides analysis and generates an output file
containing pressure values that are imported and visualized. The program
evaluates the pressure distribution and highlights the zones to be changed
using interactive tools. The program then performs the simulation again until
satisfactory results are achieved.

3.2 Selection of standard components and configuration of
the prosthesis

A special program is used to select standard components and create the final
assembly of the prosthesis. The prosthesis program selects the most
appropriate standard components for the individual patient and the program
offers possible configurations of the entire prosthesis according to the
characteristics of the patient.
To simulate a prosthesis, the lower limb prosthesis is divided into modules
as follows:
- Connection module: includes inlay, connection and adapters.
- Double adapter: Includes double male or female pyramidal adapters that
connect the "joint" and knee in the TF denture and can replace the support in
both the TT and TF dentures.
- Knee module (TF amputated only): includes knee prostheses and knee
adapters.
- Tube module: includes a connecting pylon and tube adapters.
- Foot module: includes a foot prosthesis, leg adapters and a heel, also
called a "virtual heel". Two key issues were considered: component



modelling/calibration and component selection.
Calibration and selection rules were extrapolated from commercial
catalogues provided by the main prosthetic brands. Since our goal is to
correctly assemble and validate the virtual prosthesis and perform virtual
gait analysis, a library was developed containing three-dimensional
parametric models for each module. Only those characteristics that affect
static and dynamic behavior such as joint weight and position are
considered, not the actual shape and appearance of the components. The
reference dimensions were taken from real and commercial catalogues.
Particular attention was paid to the foot and knee as they are standard
components responsible for the behaviour of the entire prosthesis and their
selection is a key factor in achieving a satisfactory configuration. There is a
huge variety of components on the market, and each manufacturer has its own
model. For this reason, instead of taking into account specific models that are
subject to frequent variations, a set of stable categories has been identified.
As an example for a patient with a TF reputation, the main knee joint
typologies have been grouped as follows:
- Fixed: knee with locked center of rotation during walking, which can be
unlocked manually if necessary.
- Monocentric: elbows with one centre of rotation, separated for self-
braking, friction, pneumatic and hydraulic operation.
- Polycentric: knees with a large number of rotation centres are also divided
into selfbraking, friction, pneumatic and hydraulic modes.
To select the right components, two setting procedures (one for TT and one
for TF) and a database to automatically select the right components for each
type of amputated limb and their respective size.
The program automatically collects all possible combinations of different
selected parts and provides the specialist with all relevant specifications.
The user can select the most suitable one or modify some components
according to the patient's needs. When assembling the components, the
system ensures that the alignment of the prosthesis is similar to the skeletal
structure of the other leg. Traditionally, this operation is called plumb
alignment [24,25,26].

4 Virtual testing



The program allows you to set and evaluate the functionality of the prosthesis
by simulating the positions and movements of the virtual patient using the
method [14].
First of all, the virtual patient must wear the assembled prosthesis. This is
imported from the virtual simulation program and correct positioning is
obtained with regard to the prosthesis height and the rotation of the foot
relative to the vertical line. In particular, the prosthetic leg must be aligned
with the other and the "joint" must fully support the residual limb.
The amputated virtual patient can then be used to perform static alignment
and gait analysis during various activities. The basic idea is to provide the
prosthetist with a movement law library specialized for patients wearing a
prosthesis. This requires learning several movements and poses of the patient
during typical daily activities and then deriving the laws of movement for the
artificial jointsc [27].
This approach was tested using a motion capture system without markers to
determine the laws of motion pertaining to the patient's joint. A data
collection program consisting of the following components is used: four
cameras, resolution 640 × 480 pixels at 60 Hz, markerless motion capture,
computer with processor Intel Core2 CPU E8400 3.0 GHz, and a graphic
accelerator GeForce 8800 GTX.
The decision taken is inexpensive and does not require the patient to wear
markers because it is based on image and silhouette analysis [15]. It
automatically recognizes the different segments of the body and then
calculates the position and orientation in three-dimensional space. In this
environment, the patient must perform typical daily activities such as
walking, sitting, walking up/down, and so on. Obviously, the accuracy of the
tracking data is crucial, and the quality of the webcam solution is tested.
In order to replicate the movement with the virtual patient, two issues need to
be considered: data conversion and display of the received data on the
virtual patient defined in the previous step. Two software modules have been
developed that perform these tasks automatically.
In order to achieve accurate simulation of muscle and joint movement,
reverse dynamic simulation is first performed to record angles and muscle
contraction history for the target body segments (links). "Movement agents
are located on the model to control movement and 'teach' joints and soft
tissues how to move. In our case, in order to reproduce the functionality of
the residual limb, we introduced "augmented movement agents" associated



(15)

(16)

with the prosthetic segments: three associated with the prosthetic leg, one
with a tube below the knee representing the lower part of the leg, one with
the knee (for TF) and one with a "connection". Once the movements have
been recorded in the reverse dynamic simulation, the compiled movement
histories are ready to control the forward dynamic simulation.

Fig. 10. Lower limb model is set to double pendulum. The lower limb model
is used to obtain the gait model. Two compound pendulum segments
corresponding to the femur and tibia respectively are considered.

The values d1 and d2 are defined as the lengths of the femur and tibia (Fig.
10). The femur corresponds to the femur segment and the tibia to the leg
segment. The position of the femur corresponds to the x and y coordinates in
the equations.

x1 = d1 sin α

y1 = d1 cos α

The task is to find the energy relations of the system, and for this purpose it is
necessary to determine the components of position, speed and acceleration.
Concluding (15) and (16) with respect to time, the velocity components are
obtained as equations (17) and (18).
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The total speed for the femur is equal to the sum of equations (17) and (18),
resulting in equation (19).

The kinetic energy of the contralateral thigh is determined by the equation
(20).

Let's substitute (19) in (20) with the expression for hip kinetic energy,
equation (21).

Equation (22) represents the potential energy for the thigh.

Ep1 = m1 gy1

Substitution (16) in (22) gives equation (23), which corresponds to the
potential thigh energy.

Ep1 = -m1 d1gcos α 1

The above described mathematical procedure used for the hip is repeated for
the leg. The position of the leg is determined by equations (24) and (25).

x2 = x1 + d2 sin β = d1 sin α + d2 sin β

y2 = y1 - d2 cos β = -d1 cos α - d2 cos β

The speed components are determined by equations (26) and (27)
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The full speed for the leg is determined by equation (28).

Equation (29) corresponds to kinetic energy for the leg, and equation (30)
refers to kinetic energy for the leg.

Equation (31) describes the potential energy of the leg.

Ep2 = -m2 (d1gcos α + d2gcos β)

The total kinetic energy of all segments of the body, thigh and tibia is
presented in equation (32).

The total potential energy for the entire lower segment of the facility is
shown in equation (33).

Ept = Ep1 + Ep2
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(35)

(36)

   Ept = -m1d1gcos α - m2(d1gcosα + d2g cos β)

After obtaining the final energy values, Lagrangian is calculated in equation
(34).

L = Ekt - Ept

Equation (35) is the Lagrangian equation of motion, and equation (36) is for
β.

5 Results

A comprehensive program check is quite complex. In addition, it requires the
active participation of prosthetics and patients.
At present, the proposed program has been tested in three stages at various
levels to gradually test the new design process and the development of
automated tools. The first step concerns the prosthetic configuration, the
second step concerns the prosthetic simulation process and the last step
concerns the entire design process, from simulation to testing.
Testing was done on a computer with a processor Intel Core2 CPU E8400
3.0 GHz, and a graphic accelerator GeForce 8800 GTX.

5.1 Prosthetic Configuration

The goal was to check the validity of the knowledge-based configuration
procedures and the selection and calibration rules adopted for standard
components. Several amputated TF and TT models were considered [16-18].
Several patients were selected to cover a variation of all parameters. Four
parameters required for the selection procedure were collected for each
patient: patient weight, lifestyle factors, residual limb length and patient



strength. As soon as the data were obtained, the program automatically
selected the most appropriate foot and knee prostheses (for TF). The
program is designed to facilitate selection by providing a list of the most
effective components. This solution is preferable to a single result, as some
other factors (e.g. aesthetic or cultural aspects) may influence the final
choice. The configurations proposed by the programme have been compared
with those identified through the traditional process.
Test cases for which no suitable matches were found were explained by the
fact that some patient characteristics could not be quantified. For example,
for a middle aged patient who is in good health but not motivated, a less
effective prosthesis is preferable because it will be easier to use and shorten
training time. Another example concerns the aesthetic aspect of components:
Some people may prefer a small component, while the system may choose a
larger but more effective component.

5.2 Prosthetic modeling

In this case, the purpose of the experiments was to test the prosthetic
modeling approach and the results were mostly qualitative. Two cases were
examined: amputated TT, 41 years old, height 173 cm, and TF, 47 years old,
height 176 cm.
First, the "connection" was simulated and then the entire prosthesis was
adjusted.
The geometry of the residual limbs of both amputated limbs was obtained
and reconstructed; then patient data were entered, a three-dimensional model
of the "connection" was created according to the procedure and rules
proposed by the program, according to the characteristics of the patient. This
is particularly important because most operations depend on the patient's
characteristics, such as changing critical zones (loading and unloading
zones), which significantly affect the shape of the "connection". The main
objective was to verify the effectiveness of simulation/strain tools and the
feasibility of a knowledge-based approach to designing a product, a
"connection", that is precisely tuned and characterized by a strict interaction
with the human body.
After model creation of "connection" (Fig. 6) the program automatically
starts modeling and visualizes results. The program evaluates the pressure
values of the critical areas and offers the necessary modification. The



simulation results for the amputated TT show a uniform and consistent
pressure distribution, except for the medial region of the tibia. To reduce the
pressure in the medial region of the tibia (the "loading area"), the program
automatically changes the geometry of the "connection" in this area and the
prosthesis can also change it using virtual tools. The program then performs
the simulation again.
The next step was to adjust the entire prosthesis. Based on patient data, the
system provides the specialist with the appropriate components and adapters,
dimensioning them and assembling all the parts. For example, for a patient
with TF, the program automatically offered two types of feet (mono-axial
high-energy and multi-axial sandwich feet) and two elbows (mono- and
polycentric pneumatic knee). Once the respective components had been
confirmed, the program extracted three-dimensional parametric models of the
standard components from the database and assembled them together with the
"connection" to obtain a virtual prototype of the full denture.
Some modifications are required to facilitate the use of simulation tools,
especially for users who do not own a computer. For this purpose, the use of
new interaction tools, such as a tactile device, to make simulations of
"connections" more natural is evaluated.

5.3 Projecting: from modeling to testing

This test has allowed to check feasibility of all process, from modeling to the
virtual approach to testing.
The entire design process was tested for an amputated TF. A virtual patient
model with anthropometric indices and residual limb morphology was
created. The prosthesis was then configured, simulated and tested. A virtual
patient wearing an artificial limb was generated and two typical situations
were simulated: patients walk on a flat floor and climb a step.
The preliminary results are considered promising, but further programme
improvements are needed.

6 Conclusion

This paper presents virtual patients and a software platform designed to
design and configure both TF and TT dentures using only digital models and
virtual instruments. The digital patient is the core of the entire program



around which the prosthetist designs and tests the virtual prosthesis,
following the rules during the development of the proposed product.
Experiments were conducted with a variety of test cases and with the
involvement of highly specialized orthopaedic clinicians in order to get
feedback directly from end users, check the effectiveness and usability of the
instruments and check the suitability of the digital patient.
Technical experts evaluated the simulation tools for their ease of use. The
configurations offered by the program are consistent with those obtained
through traditional procedures, with the advantage that different
configurations can be generated and compared more easily. The residual
limb model has been found to be adequate either to simulate the connection
or to simulate the connection and residual limb interaction. With regard to the
latter topic, experimental work will be carried out on the best characteristics
of material properties by means of indentation tests and obtaining real values
of pressure in critical areas of the human part under consideration to test the
given FE model. We also consider the possibility of introducing tactile
interaction tools to support the simulation phase of compounds and make the
procedure of compounds formation more natural and similar to the traditional
one. Preliminary tests were performed using a low-cost haptic device. The
results are interesting and a more sophisticated device is planned, taking into
account the inexpensive solutions.
The approach to virtual testing and using a digital patient of a real person
wearing a prosthetic device is promising, but further development and
improvement are needed to make it easily applicable. The proposed program
can reduce the number of prototypes and the psychological impact on the
patient's life. The automated approach allows for all stages of the traditional
"compound" development process.
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