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DESCRIPTION OF THE COURSE SYLLABI
	SCE/IL
September, 2019
	

	TITLE OF THE COURSE
	Code

	NUMERICAL METHODS USING PYTHON
	


	Teacher(s)
	Department

	Coordinating: Tom Trigano

	Electrical Engineering, Chemical Engineering, Mechanical Engineering


	Study cycle
	Semester number
	Type of the module

	B.Sc.
	6
	Elective


	Form of delivery
	Duration
	Language(s)

	Theory/lab
	14 weeks
	Hebrew, English


	Prerequisites

	Prerequisites: Linear algebra, Probability
	Co-requisites (if necessary):


	ECTS
	Total student workload hours
	Contact hours
	Individual work hours

	5.25
	68
	45
	23


	Aim of the course: competences foreseen by the study programme

	Python has become an important programming tool in numerous fields of engineering, both in electrical, mechanical, chemical and computer science engineering. It has been one of the most used programming languages in the fields of machine learning, which is one key element to the developments of smart implants. This course provides a description of mathematical tools commonly used in the field of Electrical Engineering, and a Python way to implement them.

	Learning outcomes of the course
	Teaching/learning methods
	Assessment methods

	1. Program at a proficient level in Python
	Theory
	tests

	2. Identify standard numerical methods used in the field of electrical engineering
	Theory, lab sessions
	Tests, project

	3. Implement in one leading programming language standard numerical methods 
	Theory, lab sessions
	tests, project

	4. Describe the commonly used tools and algorithms presented in class, their motivation and implementation in practical fields of engineering
	Theory, lab sessions
	tests, project


	Themes
	Contact work hours
	Time and tasks for individual work

	
	Lectures
	Consultation
	Seminars
	Practical work
	Laboratory work
	Placements
	Total contact work
	Individual work
	Tasks

	Introduction to Python: Good (logical) programming practices, the basics of python programming: library import, functions, input parameters, Python standard types
	3
	
	
	
	-
	
	3
	5
	Case study 1: Python IDEs and basic commands in python, presentation of Jupyter and standard libraries

	Tools of linear algebra using numpy: 
Connection between matrices and linear applications, between matrices and linear systems. Meaning of the base-changing formula, and inverse matrix. Toeplitz matrices. LU, QR and Cholesky factorizations. Eigenvectors factorization, SVD.

	6
	
	
	
	–
	
	6
	5
	Case study 2: Programming the Kalman filter for target tracking.
Case study 3: OpenCV for face recognition using PCA and eigen-faces


	Programming session around linear algebra: image segmentation of biomedical images using Python
	
	
	
	
	3
	
	3
	-
	

	Optimization: Basic notations and definitions in optimization. Convex optimization. Gradient descent and variants. Differences between constrained, unconstrained and penalized regression. proximal methods. Lagrange multipliers.
	6
	
	
	
	-
	
	6
	5
	Case study 6: Variations on least-square regression : regular, Tikhonov, LASSO, etc

	Optimization: Training session
	
	
	
	
	3
	
	3
	
	

	Introduction to Estimation Theory: Aims and means of estimation theory, the parametric and non parametric paradigm, the bias-variance trade-off in parametric estimation. Cramer Rao bound. The Maximum Likelihood estimate, the Maximum A Posteriori estimate.  Bayesian estimation. Monte Carlo

	6
	
	
	
	
	
	6
	3
	Case study 8: estimating a probability function, 
Case study 9: Spectral estimation for speech processing

	Lab session on Estimation Theory: Kernel nonparametric estimations (Lab session)
	
	
	
	
	3
	
	3
	
	

	Introduction to Machine Learning
Supervised and unsupervised learning: aims and means. Standard pipeline in ML.
Introduction to graphical models: Basics of Neural networks. The perceptron, and back-propagation algorithm. 
	9
	
	
	
	-
	
	9
	5
	Case study 11: The KNN algorithm 
Case study 12: ECG classifications using CNNs
Lab session around CNNs

	Lab session on ML
	
	
	
	
	3
	
	3
	
	

	Is viso
	30
	
	
	
	15
	
	45
	23
	


	Assessment strategy
	Weight in
%
	Deadlines
	Assessment criteria

	Final exam
	80
	-
	Grade above 56 is mandatory

	Lab notebooks
	10
	         -
	Grade above 80 is mandatory

	Mini-project 
	10
	-
	All labs reports should be passed


	Author
	Year of issue
	Title
	No of periodical or volume
	Place of printing. Printing house or internet link

	Compulsory literature

	T. Trigano
	2019
	Mathemtical Methods using Python, 1th edition, Course book published under BIOART project.

	
	

	Additional literature

	S. Boyd and L. Vandenberghe
	2004
	Convex Optimization
	Cambridge University Press
	

	A.J. Laub
	2004
	Matrix Analysis for Engiineers and Scientists
	SIAM
	

	E. Lehmann and G. Casella
	1998
	Theory of Point Estimation
	Springer Texts in Statistics
	

	T. Hastie et al
	2016
	The Elements of Statistical Learning
	Springer
	

	I. Goodfellow, J. Bengio and A. Courville
	2016
	Deep Learning
	MIT Press
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